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1 Lecture 1: basic definitions

1.1 Brief history

The first appearance of elliptic curves is in ”Arithmetica” by Diophantus: To
divide a given number into two numbers such that their product is a cube
minus its side. We call the sum of them a given number a and then we have
to find x and y, s. t. y(a− y) = x3−x. This is a curve of degree 3 and a line
intersects it in three points counted with multiplicities, so if we construct one
rational point we can obtain some other by building tangent lines or lines
through two points. Later this method will grow up to an ”Additional law”
on a curve. In these lectures we will come to more explicit

Definition 1.1. An elliptic curve is a smooth, projective algebraic curve
of genus one with a specified point O.

Sometimes more general definition is used: any algebraic curve of genus
one. Or another definition we will work with: it is a curve defined by an
equation of the form y2 = P (x), where P is a polynomial of degree 3. De-
veloping of theory of elliptic curves depends on a field k, where we look at
E defined over k, for example one may work with rational numbers, real
numbers, complex numbers, fields of finite characteristic in particular of char
2 or 3.

In this course we will discuss geometry of elliptic curves, theory over finite
fields and over complex numbers and also connection to modular forms and
class field theory.

Elliptic curves were used in the proof of Fermats Last Theorem by Andrew
Wiles. They also find applications in elliptic curve cryptography and integer
factorization.
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1.2 Affine algebraic varieties

We begin with theory of algebraic curves — by definition projective varieties
of dimension one. Most of definitions are taken from book by J. Silverman
[13]

Notation: K is a perfect field (not necessarily algebraically closed)
V/K means that V is defined over K.
Reminders: affine n-space over K is An(K) = {P = (x1, ..., xn) : xi ∈

K}. Let K[X] = K[X1, ..., Xn] and I ⊂ K[X] is an ideal. For I we define
VI = {P ∈ An(K) | f(P ) = 0 for all f ∈ I} and call it an affine algebraic set.
For an algebraic set V we have I(V ) = {f ∈ K[X] : f(P ) = 0 for all P ∈ V }
the ideal of V . A related problem is Hilbert Nullstellensatz:

Proposition 1.2. Here we need K — algebraically closed. For any ideal J
in K[X] we have I(VJ) = rad(J).

Exercise 1.3. Play with definitions (here K is not necessarily algebraically
closed):

1. VI(W ) ⊃ W ,

2. I(VI) ⊃ I,

3. W1 ⊂ W2 ⇒ I(W1) ⊃ I(W2),

4. I1 ⊂ I2 ⇒ VI1 ⊃ VI2,

5. I(VI(W )) = I(W ),

6. VI(VI) = VI .

For any ideals I1, I2 ⊂ K[X] and any subsets V1, V2 ⊂ An

1. VI1+I2 = VI1 ∩ VI2;

2. VI1∩I2 = VI1 ∪ VI2;

3. I(V1 ∪ V2) = I(V1) ∩ I(V2);

4. I(V1 ∩ V2) = rad(I(V1) + I(V2)).

Example 1.4. An algebraic set V : Xn + Y n = 1 defined over Q. Famous
problem is to prove that for n ≥ 3 we have V (Q) = {(1, 0), (0, 1)} if n is odd
and V (Q) = {(±1, 0), (0,±1)} if n is even.
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Now suppose that V is an irreducible (means that V can’t be written as
the union of nonempty algebraic varieties) affine variety, defined by an ideal
I in K[x1, ..., xn] we define its coordinate ring K[V ] = K[X]/I(V ).

For K is algebraical closure of K we define the dimension of V as the
transcendence degree of K(V ) over K and denote it as dim(V ).

Exercise 1.5. Prove that dim(An) = n.

Definition 1.6. For a point P ∈ V and a set of generators {fi}1≤i≤m of
I(V ) in K[X] we say that V is nonsingular at P if the m× n matrix( ∂fi

∂Xj

(P )
)
1≤i≤m,1≤j≤n

has rank n− dimV . We call V smooth, if it is nonsingular at every point.

Note that for another set of generators {gi}1≤i≤m of I(V ) in K[X] the
rank of ( ∂gi

∂Xj

(P )
)
1≤i≤m,1≤j≤n

will be the same (we just multiply by a m×m-matrix of full rank).

Now we look at another approach to smoothness. For every point P ∈ V
over an algebraically closed K we define an ideal mP = {f ∈ K[V ] : f(P ) =
0}. We have an isomorphism K[V ]/mP → K, defined by f 7→ f(P ), so mP

is a maximal ideal. We know that mP/m
2
P is a finite-dimensional K-vector

space. We will also use

Exercise 1.7. Prove that a point P ∈ V is nonsingular iff dimmP /m
2
P

=
dimV [4].

Now we define K[V ]P the local ring of V at P , or a localization of K[V ]
at mP = {F ∈ K(V ) : F = f/g, where f, g ∈ K[V ] and g(P ) 6= 0}),

Denote by MP the maximal ideal of K[V ]P .

1.3 Projective algebraic varieties

Definition 1.8. Projective n-space over a field K is the set of (n+1)-tuples
(x0, ..., xn) ∈ An+1, such that at least one of xi 6= 0 modulo an equivalence
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relation defined as follows (x0, ..., xn) ∼ (y0, ..., yn) if there exists λ 6= 0 ∈ K
s. t. xi = λyi for any i. An equivalence class containing (x0, ..., xn) is
denoted [x0, ..., xn] or (x0 : ... : xn).

We call a polynomial f ∈ K[X] homogeneous of degree d if f(λx0, ..., λxn) =
λdf(x0, ..., xn) for any λ ∈ K∗.

An ideal I ⊂ K[X] is homogeneous if it is generated by homogeneous
polynomials.

Definition 1.9. A projective algebraic set is any set of the form VI =
{P ∈ Pn : f(P ) = 0} for all f ∈ I, where I is a homogeneous ideal.

For a projective algebraic set V we define its ideal I(V ) as generated by
homogeneous polynomials {f ∈ K[X]; f(P ) = 0} for all P ∈ V .

For the case when K is not algebraically closed we first define V over
closureK and then say that V is defined overK if ideal I(V ) can be generated
by homogeneous polynomials in K[X]. The set of K-rational points of V is
V (K) = V ∩ Pn(K).

An obvious example of projective algebraic set is a hyperplane in Pn
defined by an equation a0X0 + ...+ anXn = 0, where not all of ai are zero.

Exercise 1.10. Solve exercise 1.3 for projective varieties.

Example 1.11. Let K = Q a field of rational numbers. Then a point of
Pn(Q) is of the form (x0 : ... : xn), where xi ∈ Q. We can find such λ ∈ Q
that multiplying by λ we kill denominators and common factors of xi’s. It
means that we can find a representation of (x0 : ... : xn) where all xi ∈ Z and
gsd(x0, ..., xn) = 1.

So to describe VI for homogeneous ideal I generated by fi, 1 ≤ i ≤ m we
need to find all solutions of the system fi(X) = 0, 1 ≤ i ≤ m in relatively
prime integers.

Exercise 1.12. Describe projective algebraic sets V1 : x2 + y2 = 3z2 and
V2 : x2 + y2 = 5z2 over Q, (difficult*) V3 : 3x3 + 4y3 + 5z3 = 0 (Selmer’s
counterexample to Hasse principle).

Now we want to define projective closure for affine variety.

Definition 1.13. A projective algebraic set is called a projective variety
if if it’s ideal I(V ) is prime in K[X].
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We denote by φi : An → Pn a corresponding inclusion defined by

(y1, ..., yn) 7→ (y1 : ... : yi−1 : 1 : yi+1 : ... : yn).

We denote by Hi the hyperplane in Pn defined as

Hi = {P = (x0 : ... : xn) ∈ Pn |xi = 0},

and Ui = Pn \Hi is the complement of Hi.
We define a bijection φ−1i : Ui → An as a map

(x0 : ... : xn) 7→
(x0
xi
, ...,

xi−1
xi

,
xi+1

xi
, ...,

xn
xi

)
.

We can divide by xi here because of definition of Ui.

Exercise 1.14. For a projective algebraic set V with ideal I(V ) prove that
V ∩An defined as φ−1i (V ∩Ui) for fixed i, is an affine algebraic set with ideal
I(V ∩ An) = {f(y1 : ... : yi−1 : 1 : yi+1 : ... : yn) | f(x0 : ... : xn) ∈ I(V )}.

Sets Ui for 1 ≤ i ≤ n cover whole Pn, so projective variety V is covered
by affine varieties V ∩ Ui for 1 ≤ i ≤ n.

Conversely we define f ∗(x0 : ... : xn) = xdi f(x0
xi
, ..., xi−1

xi
, xi+1

xi
, ..., xn

xi
), where

d = deg f .

Definition 1.15. Now let V be an affine algebraic set with ideal I(V ).
Then the projective closure of V denoted by V is a projective algebraic set
with homogeneous ideal I(V ) generated by {f ∗(X) | f ∈ I(V )}.

Proposition 1.16. 1 For an affine variety V its corresponding projective
variety V satisfies V = V ∩ An.

2 For a projective variety V its corresponding affine variety V ∩ An = ∅
or V = V ∩ An.

3 If an affine variety V is defined over K, then projective also, and re-
verse.

Now we use this definition of projectivization to define some properties
of V in terms of V ∩ An.
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Definition 1.17. For a projective variety V/K we look at An ⊂ Pn s. t.
V ∩ An is nonempty. Then we define the dimension of V as the dimension
of V ∩ An. The function field K(V ) of V is the function field of V ∩ An.

If for chosen P ∈ V our An contains P , then we say that V is nonsingular
at P if V ∩ An is nonsingular at P .

The local ring K[V ]P is the local ring of V ∩ An at P . A function f ∈
K(V ) is regular at P if f ∈ K[V ]P .

Now we want to describe the function field of V (K), where V is a pro-

jective variety. It is defined as the field of rational functions F (X) = f(X)
g(X)

such that f and g are homogeneous of the same degree, g is not contained
in I(V ), we identify functions f1

g1
and f2

g2
if f1g2 − f2g1 ∈ I(V ).

We are going to talk about maps between projective varieties. For two
projective varieties V1 and V2 ∈ Pn a rational map φ : V1 → V2, defined
by φ = (f1 : ... : fn) where for all fi ∈ K(V1) defined in P we have that
φ(P ) = (f1(P ) : ... : fn(P )) ∈ V2.

The difficulty is that a rational map is not necessarily defined at every
point of V1. We call a rational map φ = (f1 : ... : fn) : V1 → V2 is defined
at P ∈ V1 if here is a function g ∈ K(V1) such that any gfi is regular at P
and there exists i s.t. (gfi)(P ) 6= 0. then we define φ(P ) = ((gf1)(P ) : ... :
(gfn)(P )).

Now we look at the case when V1 ⊂ Pm and V2 ⊂ Pn are projective
varieties. If necessary we multiply a rational map φ = (f1 : ... : fn) by a
homogeneous polynomial that kills denominators of the fi.

Definition 1.18. 1. A rational map φ = (f1 : ... : fn) : V1 → V2, where
not all of fi are in I(V1), fi are homogeneous of the same degree. And for
every g ∈ I(V2) we have g(f1 : ... : fn) ∈ I(V1).

2. A rational map φ = (f1 : ... : fn) : V1 → V2 is regular at P , if there
exist homogeneous polynomials ψ0, ...ψn ∈ K[X] such that

1. ψ0, ...ψn have the same degree;

2. fiψj = fjψi( mod I(V1)) for all 0 ≤ i, j ≤ n;

3. ψi(P ) 6= 0 for some i.

Then we define φ(P ) = (ψ1(P ) : ... : ψn(P )).
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We call two varieties V1 and V2 isomorphic, if there are morphisms φ :
V1 → V2 and ψ : V2 → V1 such that their compositions ψ ◦ φ and φ ◦ ψ are
identities on V1 and V2.

Example 1.19. We look at varieties V : y2z = x3 = x2z and P1 with
coordinates (s : t) and rational maps ψ : P1 → V and φ : V → P1, defined
as ψ(s : t) = ((s2 − t2)t : (s2 − t2)s : t3) and φ(x : y : z) = (y : x). In this
example ψ is a morphism, but ϕ is not defined at (0 : 0 : 1), where V has
singularity.

1.4 Exercises

Exercise 1.20. For following affine varieties find their singular points, pro-
jectivizations and singular points on them:

1. y2 = x3;

2. y2 = x4 + y4;

Exercise 1.21. Let V ⊂ Pn be a variety, given by a single homogeneous
polynomial f ∈ K[X]. Prove that P ∈ V is a singular point iff ∂f

∂x0
(P ) =

... = ∂f
∂xn

(P ) = 0.

Exercise 1.22. For projective varieties V1, V2, which are defined over a field
K we call GK = Gal(K/K) the absolute Galois group and define its action
on a rational map φ : V1 → V2 by

φσ(P ) = (fσ0 (P ) : ... : fσn (P )),

then we have φ(P )σ = φσ(P σ) for all σ ∈ GK and P ∈ V1.
We say that φ is defined over K if there exists λ ∈ K∗ such that λf0, ..., λfn ∈

K(V1).

1. Let V be an affine variety over a field K. Show that K[V ] = {f ∈
K[V ] | fσ = f} for all σ ∈ Gal(K/K).

2. For projective space Pn(K) = {P ∈ Pn(K) |P σ = P} for all σ ∈ GK =
Gal(K/K);

3. Let φ : V1 → V2 be a rational map of projective varieties. Prove that φ
is defined over K iff φσ = φ for all σ ∈ GK .
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Exercise 1.23. Let K = Fq be a finite field and V ⊂ Pn is a projective
variety. Prove that φ : (x0 : ... : xn) 7→ (xq0 : ... : xqn) is a bijection of sets V .
But is it an isomorphism of algebraic varieties? Show that V (Fq) = {P ∈
V |φ(P ) = P}.

2 Lecture 2: curves, divisors, differentials

In this lecture we will use theory of algebraic varieties developed in the first
lecture for the case of algebraic curve — a variety of dimension 1. First we
remind useful facts from lecture 1.

C/K is smooth irreducible projective curve defined over a field K.
K(C) is the function field of C over K; I(C) — the ideal in K[X] of

polynomials equal to 0 at all points of C.
For a point P ∈ C we define the local ring of C at P by K[C]P and its

maximal ideal MP .

Proposition 2.1. The local ring K[C]P is DVR (discrete valuation ring).

Proof. The only thing left to prove, that it is a principal ideal domain, since
there is a unique maximal ideal MP . It is enough to prove that MP is
principal which is equivalent to dimKMP/M

2
P = 1 = dimC. Note that a

statement like this can only be true for curves.

Definition 2.2. For a point P ∈ C we define the normalized valuation
ordP : K[C]P → {0, 1, 2, ...} ∪ {∞} by ordP (f) = sup{d ∈ Z : f ∈ Md

P}.
Then we extend ordP to K(C) by ordP (f/g) = ordP (f) − ordP (g). We
will call a function t ∈ K(C) a uniformizer at P if the order of t at P is
ordP (t) = 1.

For a function f ∈ K(C) we say that f is defined at P if ordP (f) ≥ 0,
if ordP (f) > 0 we say that f has a zero at P and if ordP < 0 then it has a
pole.

Proposition 2.3. Let C be a curve and f 6= 0 ∈ K(C). Then there are only
finitely many zeroes and poles of f on C.

The proof of statement about finiteness of number of poles follows from
an algebraic geometry exercise. To prove it for zeroes we may look at 1/f .
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Proposition 2.4. Let P be a smooth point on a curve C and t be the corre-
sponding uniformizer. Then K(C) is finite separable extension of K(t).

Proof. We give a sketch of proof. The field K(C) is finitely generated over
K and has transcendence degree 1, since t not in K we have that K(C) is
finite algebraic extension of K(t).

Next for x ∈ K(C) we have to prove that it is separable over K(t).
Assume that it’s not. We may look only at characteristic p fields, since
all extensions in characteristic zero are separable. We choose a minimal
polynomial ψ(x) of x over K(t) as a polynomial of two variables x and t, then
conclude to the case when it is a polynomial of xp and t. If ψ(x, t) contains

a term qi,jt
ixj where j 6≡ 0( mod p), then ∂q(t,x)

∂x
6= 0, so x is separable over

K(t), so we may assume that ψ(x, t) = ψ(xp, t).
Then regroup coefficients of ψ(t, xp) with powers of t mod p using per-

fectness of field K like ψ(t, xp) =
∑p−1

k=0(
∑

i,j ai,j,kt
ipxjp)tk =

∑p−1
k=0 φk(t, x)ptk.

We have ψ(t, x) = 0, but counting of orders of each summand give us
ordP (φk(t, x)ptk) = pordP (φ(t, x))+kordP (t) ≡ k( mod p). So all φk(t, x) =
0, but then since one of them includes x and have less degree than ψ we get
a contradiction.

2.1 Maps between curves

We will use the statement that a rational map φ : C → V from a curve to
projective variety is regular at smooth points.

Proposition 2.5. Let C1 be a smooth irreducible projective curve over a field
K, C2 is an irreducible curve over K and f : C1 → C2 is a morphism defined
everywhere. Then f(C1) is either a point on C2, or f(C1) = C2 in this case
K(C1) is a finite extension of the field K(C2).

Proof. The image of C1 under f is closed subset in C2 as an image of closed
set (this is a difficult for this moment statement which we should believe).
Also the image f(C1) is irreducible, so either f(C1) is a point or f(C1) is all
C2. In the second case we use the fact that it defines an inclusion of function
fields K(Y ) ⊂ K(X) (here for a morphism φ : C1 → C2 we have a morphism
φ∗ : K(C2) → K(C1) is the composition φ∗f = f ◦ φ). Both these fields are
finitely generated and have transcendence degree 1 over K, so K(C1) is a
finite extension of the field K(C2).
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Proposition 2.6. Let C1 and C2 be curves defined over a field K.

1. Let ι : K(C2) → K(C1) be an injection of fields fixing K. Then there
exists unique nonconstant φ : C1 → C2 s.t. φ∗ = ι.

2. Let k ⊂ K(C1) be a subfield of finite index containing K. Then there
exists a smooth curve C ′/K, unique up to K-isomorphism and a non-
constant map φ : C1 → C ′ s.t. φ∗K(C ′) = k.

For the first statement we take φ = (1 : ι(g1) : ... : ι(gn)) where gi ∈
K(C2) is the function on C2 corresponding to xi/x0.

The second statement follows from equivalence of categories
{Objects: smooth projective curves,
maps: dominant morphisms;}
{Objects: function fields of transcendence degree 1 over K,
maps: K-homomorphisms}.

Now we define a degree of rational map:

Definition 2.7. Let φ : C1 → C2 be a map of curves defined over K.
The degree of any constant map is zero, if φ is not constant then we call
it finite morphism and its degree deg φ = [K(C1) : φ∗K(C2))]. We call a
map separable, or purely inseparable if K(C1) : φ∗K(C2)) has corresponding
property. Separable degree is denoted degs φ and inseparable degi φ.

Here we have for an extension of fields K/L a tower K ⊃ F ⊃ L, where
F/L is separable and K/F is purely inseparable, then a separable degree is
[F : L] and inseparable is [K : F ] for extensions corresponding to a morphism
we get in such a way its separable and inseparable degree.

Now we want to define a map φ∗ : K(C1) 7→ K(C2) by φ∗ = (φ∗)−1 ◦
NK(C1):φ∗K(C2)) (here the norm map is the product of all conjugant elements
NL/K(a) =

∏
g∈Gal(L/K) g(a)).

Proposition 2.8. Let φ : C1 → C2 be a map of smooth curves s.t. deg φ = 1.
Then φ is an isomorphism.

Proof. First we note that φ∗ is an isomorphism of function fields. Next we
look at (φ∗)−1 : K(C1) → K(C2), by 2.6 there exists a unique morphism
ψ : C2 → C1, s.t. ψ∗ = (φ∗)−1. Then the (φ ◦ψ)∗ = ψ∗ ◦φ∗ is the identity on
K(C1) and (ψ ◦ φ)∗ = φ∗ ◦ ψ∗ is the identity on K(C2) then φ ◦ ψ is identity
on C2 and ψ ◦ φ is identity on C1.
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Fact 2.9. We have the equivalence of following categories: { Objects: smooth
curves defined over K, maps defined over K} and
{Objects: finitely generated extensions k/K of transcendence degree 1 s.t.

k ∩K = K, maps: field injections fixing K}.

Now we define a ramification index of a map.

Definition 2.10. Let φ : C1 → C2 be a nonconstant map of smooth curves
and let P ∈ C1. The ramification index of φ at P is eφ(P ) = ordP (φ∗tφ(P )),
where tφ(P ) ∈ K(C2) is a uniformizer at φ(P ). We call φ unramified at P if
eφ(P ) = 1.

Proposition 2.11. Let φ : C1 → C2 be a nonconstant map of smooth curves.

1. For every Q ∈ C2,
∑

P∈φ−1(Q) eφ(P ) = deg φ;

2. For all but finitely many Q ∈ C2 a number of elements in φ−1(Q) =
degs(φ);

3. Let ψ : C2 → C3 be another nonconstant map of smooth curves. Then
for all P ∈ C1

eψ◦φ(P ) = eφ(P )eψ(φP ).

Proof. 1. Let V = SpecB be an open affine neighborhood of Q in C2, A is
an integral closure of B in K(C1). Then U = SpecA is an open subset
of φ−1V in C1. Denote mQ the maximal ideal of Q in B and localize
A and B with respect to multiplicative system B − mQ. We get an
extension of rings OQ ↪→ A′. Here we use another notation OQ is just
a local ring at a point K[C]Q.

Here A′ is torsion-free and has rank r = [K(C1) : φ∗K(C2)] = deg φ.
Denote tQ a local parameter in the point Q, then A′/tQA

′ is a K-vector
space of dimension r.

On the other hand points Pi s.t. φ(Pi) = Q are in one-to-one cor-
respondence with maximal ideals mi of A′, so by A′mi = OPi and
tQA

′ = ∩i(tQA′mi ∩ A
′) and chineese remainder theorem we get

deg φ = r = dimK A
′/tQA

′ =
∑
i

dimK A
′/(tQA

′
mi
∩A′) =

∑
ordPi(φ

∗tQ).
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2. Roughly speaking an inseparable degree of a morphism does not influ-
ence a number of pre-images of a given point. Intuitively the statement
is natural: inseparable degree is a ”degree of a monom” which have a
zero, this gives us multiplicity but not more points. Distinct points
could be obtained from polynom without multiple roots like for sepa-
rable extensions. Explicitly statement follows from the part of proof
of (1) about one-to-one correspondence of points and ideals and local
statements.

3. For uniformizers tQ and tψQ the functions t
eψ(φP )
Q and ψ∗tψQ have the

same order in Q. Now take φ∗ of them and orders at P .

Corollary 2.12. From second statement a map φ : C1 → C2 is unramified
iff number of points in φ−1(Q) = deg φ.

2.2 char K = p

Here we discuss the Frobenius map. Let q = pr.
We define for a polynomial f ∈ K[X] its f (q) as the polynomial obtained

from f by raising each coefficient to qth power.
Next we define for a curve C corresponding C(q) as a curve associated to

a homogeneous ideal I(C(q)) :=genereted by {f (q) : f ∈ I(C)}.
The Frobenius morphism F : C → C(q), F(x0 : ... : xn) = (xq0 : ... : xqn).

Exercise 2.13. Show that F is well defined. You need to prove that its image
is contained in C(q).

Proposition 2.14. Let K be a perfect field, charK = p, q = pr, C — a
curve over K, and F : C → C(q) the qth power Frobenius morphism.

1. F∗K(C(q)) = K(C)(q) = {f q : f ∈ K(C)}.

2. F is purely inseparable;

3. deg F = q.

Proof. 1. by definition F∗K(C(q)) is the subfield ofK(C) given by F∗ (f
g
) =

f(xq0,...,x
q
n)

g(xq0,...,x
q
n)

. Now use perfectness of K.

2. follows from 1 by definition.
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3. assume that there is a smooth point P ∈ C(K) (or take an extension).
Let t be a uniformizer in P , then K(C) is separable over K(t). We
look at extensions K(C)q(t)/K(t) and K(C)q(t)/K(C)q. then we get
K(C) = K(C)q(t), so deg F = [K(C)q(t) : K(C)q]. To prove that
[K(C)q(t) : K(C)q] = q is an exercise.

Corollary 2.15. Any map ψ : C1 → C2 of smooth curves over a field of

characteristic p factors as C1
F→ C

(q)
1

λ→ C2, here q = degi(ψ) and λ is
separable map.

Proof. First look at a separable closure K ′ of ψ∗K(C2) in K(C1). Then
K(C1)/K

′ is purely inseparable of degree q, so K(C1)
q ⊂ K ′. We have

K(C1)
q = F∗(K(C

(q)
1 )) and [K(C1) : F∗(K(C

(q)
1 ))] = q. Then conclude

that K ′ = F∗(K(C
(q)
1 )), so we have K(C1)/F

∗K(C
(q)
1 )/ψ∗K(C2) which cor-

responds to C1
F→ C

(q)
1

λ→ C2.

2.3 Divisors

Definition 2.16. A divisor D on a curve C is a formal sum D =
∑

P∈C np(P ),
for nP ∈ Z and P are closed points, for all but finitely many P ∈ C we have
nP = 0.

The degree of a divisor is degD =
∑

P∈C nP .

All divisors on curve form a free abelian group, generated by divisors (P )
which we denote by Div(C), it has a subgroup Div0(C) of divisors with zero
degree.

Definition 2.17. Let C be a smooth curve and f ∈ K(C). We define a
divisor of f by div(f) =

∑
P∈C ordP (f)(P ).

So we can define a homomorphism of abelian groups div : K(C)∗ →
Div(C)

We call a divisor D ∈ Div(C) principal if it is of the form D = div(f),
and we have an equivalence relation ∼ defined by D1 ∼ D2 if D1 − D2 is
principal. We call a Picard group a divisor class group Pic = Div(C)/ ∼.

For a nonconstant map f : C1 → C2 of smooth curves we define corre-
sponding maps of divisor groups f ∗ : Div(C2)→ Div(C1) and f∗ : Div(C1)→
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Div(C2) corresponding as following:

(Q) 7→
∑

P∈f−1(Q)

ef (P )(P ) (P ) 7→ (fP ).

Here for a divisor D such that div(f) and D have disjoint supports (sup-
port of something is where it is nonzero) we have a definition: f(D) =∏

P∈C f(P )nP .

Proposition 2.18. Let f : C1 → C2 be a nonconstant map of smooth curves.
Then

1. for all D ∈ Div(C2) we have deg(f ∗D) = (deg f)(degD);

2. for all g ∈ K(C2)
∗ we have f ∗(divg) = div(f ∗g);

3. for all D ∈ Div(C1) we have deg(f∗D) = degD;

4. for all g ∈ K(C1)
∗ we have f∗(divg) = div(f∗g);

5. f∗ ◦ f ∗ acts on Div(C2) as multiplication by deg f ;

6. for a nonconstant map g : C2 → C3 we have (g ◦ f)∗ = f ∗ ◦ g∗ and
(g ◦ f)∗ = g∗ ◦ f∗.

Proof. Statements 1., 5., 6 follow from 2.11. Second statement reduces to
prove that ordP (f ∗g) = ef (P )ordfP (g), which is left as an exercise. Fourth
reduces to ordQ(f∗g) =

∑
P∈φ−1(Q) ef (P )ordP (g).

Proposition 2.19. For a smooth curve C and f ∈ K(C)∗

div(f) = 0 iff f ∈ K∗;
deg(div(f)) = 0.

Proof. First follows from the statement that if div(f) = 0, than f has no
poles, so the corresponding map f : C → P1 is not surjective, so it is constant.

Here we use the rational morphism defined as following: for a function
f ∈ K(C) we have f : C → Pn defined as P 7→ (f(P ) : 1).

Second statement: if f ∈ K it’s obvious, so we may assume f 6∈ K, then
an inclusion of fields K(f) ↪→ K(C) induce a finite morphism φ : C → P1,
then (f) = φ∗(({0})− ({∞})) and since degree of divisor ({0})− ({∞}) on
P1 is zero we conclude that deg div(f) = 0.

Example 2.20. On P1 every divisor of degree 0 is principal. Let D =∑
nP (xP : yP ) ∈ P1, we look at function

∏
P∈P1(yPX − xPY )nP .

14



2.4 Differentials

Definition 2.21. Let V be a variety. We define the space ΩV of differ-
ential forms on V as the K(V )-vector space, generated by symbols df for
f ∈ K(V ) with relations:

(i) d(f + g) = df + dg for all f, g ∈ K(V );

(ii) d(fg) = gdf + fdg for all f, g ∈ K(V );

(iii) da = 0 for all a ∈ K.

Proposition 2.22. Let C be a curve. Then ΩC is a 1-dimensional K(C)-
vector space. For an element f ∈ K we have df is a basis for ΩC iff
K(C)/K(f) is a finite separable extension.

Let φ : C1 → C2 be a nonconstant map of curves. We define correspond-
ing map on differentials φ∗ : ΩC2 → ΩC1 by φ∗(

∑
fidgi) =

∑
(φ∗fi)d(φ∗gi).

Corollary 2.23. From previous proposition we deduce that a nonconstant
map of curves φ : C1 → C2 is separable iff corresponding φ∗ : ΩC2 → ΩC1 is
injective.

Proof. We choose f ∈ K(C2) s.t. ΩC2 = K(C2)dy, from propositionK(C2)/K(f)
is separable extension, so φ∗K(C2) is separable over φ∗K(f) = K(φ∗f). Then
φ∗ is injective ⇔ d(φ∗f) 6= 0 ⇔ d(φ∗f) is a basis for ΩC1 ⇔ K(C1)/K(φ∗f)
is separable ⇔ K(C1)/φ

∗K(C2) is separable, the last from the tower of sep-
arable extensions.

Proposition 2.24. Let C be a curve, P ∈ C a point and tP ∈ K(C) a
uniformizer at P .

1. For any ω ∈ ΩC there exists a unique f ∈ K(C), depending on ω, tP
s.t. ω = fdtP .

2. If f ∈ K(C) is regular at P , then df
dtC

is also regular at P .

3. Let ω 6= 0 ∈ ΩC, then ordP (ω/dt) =: ordP (ω) does not depend on the
choice of uniformizer.

4. Let charK = p, f, g ∈ K(C) s.t. g(P ) = 0. Then ordP (fdg) =
ordP (f) + ordP (g) − 1, if p = 0 or p - ordP (g), and ordP (fdg) >
ordP (f) + ordP (g), if p > 0 and p | ordP (g).
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5. Let ω 6= 0 ∈ ΩC, then ordP (ω) = 0 for all but finitely many P .

Here, after a lot of time, lecture 2 ends. I would ask you to read the end
of this lecture and solve exercises for it.

Proof. 3. For another uniformizer t′ we know from 2. that dt′

dt
and dt

dt′
are

regular at P . We have ω = gdt′ = g(dt
′

dt
)dt, so ordP (dt

′

dt
) = 0.

4. computation for g = utnP with ordP (u) = 0.

5. We take f ∈ K(C) s.t. K(C)/K(x) is separable and represent ω = gdf .
We know that a map f : C → P1 ramifies at only finitely many points
of C. We look at all other and pay attention to P ∈ C s.t. g(P ) 6= 0,
g(P ) 6= ∞, f(P ) 6= ∞ and f : C → P1 is unramified at P . Then
f − f(P ) is a uniformizer at P , so ordP (ω) = ordP (gd(f − f(P ))) = 0.

Now we define a divisor for a differential form ω by div(ω) =
∑

P∈C ordP (ω)(P ) ∈
Div(C), we call ω ∈ ΩC regular if ordP (ω) > 0 for all P ∈ C, and nonvan-
ishing if ordP (ω) 6 0.

Since ΩC is a 1-dimensional K-vector space we have for nonzero differen-
tials ω1, ω2 ∈ ΩC the existence of a function f ∈ K(C)∗ s.t. ω1 = fω2, so
div(ω1) = div(f) + div(ω2).

Definition 2.25. The canonical divisor of C is an element of canonical
divisor class — the image in Pic(C) of div(ω) for any nonzero ω ∈ ΩC.

For example there are no holomorphic differentials on P1. We take a
coordinate function t on P1, and see that for all a ∈ K the function (t− a) is
a uniformizer at a, so orda(dt) = orda(d(t− a)) = 0. This works everywhere
except ∞, here we have a unifomizer 1/t, so ord∞(dt) = ord∞(−t2d(1/t)) =
−2. For every nonzero ω ∈ ΩP1 we have deg div(ω) = deg div(dt) = −2, so
ω is not holomorphic.

Another useful for us example is about a curve C given by an equation
y2 = (x− e1)(x− e2)(x− e3), then div(dx) = (P1) + (P2) + (P3)− 3(P∞). We
know that dx = d(x− ei) = x2d(1/x), so div(dx

y
) = 0.
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2.5 Exercises

Exercise 2.26. Let R be a Noetherian local ring that is not a field, m — its
maximal ideal, and k = R/m its residue field. Show that following conditions
are equivalent:

1. R is discrete valuation ring;

2. m is principal;

3. dimm/m2 = 1.

Exercise 2.27. A generalization of an exercise from previous lecture. Let C
be a curve in P2 given by an equation x2 + y2 = pz2.

1. Prove that C is isomorphic to P1 over Q iff p ≡ 1( mod 4);

2. Prove that if p ≡ 3( mod 4) than all these curves are not isomorphic
to each other and to P1.

Exercise 2.28. Prove statement (3.) from 2.11

Exercise 2.29. Try to prove proposition 2.18. If there are any questions
about this proposition you can ask me.

Exercise 2.30. Let C be a smooth curve over a field K and P ∈ C(K).
Prove that K(C) contains a uniformizer at P (that there exists a uniformizer
at P , defined over K).

Exercise 2.31. Let C be smooth irreducible curve over field of characteristic
p > 0 and t ∈ K(C). Prove that for almost all points P ∈ C a function
t− t(P ) is a uniformizer at P and t 6∈ K(C)p.

Exercise 2.32. Related to note after definition 2.17. Let φ be nonconstant
map of smooth curves. Prove that following two equalities are true if well
defined:

1. f(φ∗D) = (φ∗f)(D) for all f ∈ K(C1)
∗ and D ∈ Div(C2);

2. f(φ∗D) = (φ∗f)(D) for all f ∈ K(C2)
∗ and D ∈ Div(C1);
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3 Lecture 3: The Riemann-Roch theorem

One can define a partial order on Div(C) by D1 ≥ D2 if D1 −D2 ≥ 0. Here
we say that a divisor D is effective or D =

∑
nP (P ) ≥ 0 if all nP ≥ 0.

To a divisorD we associate a finite-dimensional vector space L(D) = {f ∈
K(C)∗ : div(f) + D ≥ 0} ∪ {0} = {f ∈ K(C) | ∀P ∈ C νP (f) + nP ≥ 0}.
By l(D) we denote the dimension of L(D) over K.

Exercise 3.1. Show that L(D) = 0 if D < 0. For principal divisor div(f)
construct an isomorphism L(D)

∼→ L(D + (f)).

Proposition 3.2. The set L(D) is a finite-dimensional K-vector space.

Proof. Assume that D ≥ 0, otherwise L(D) = 0. The proof is by induction
on number of points in divisor’s support: assume that D = P + E, where
E ≥ 0 and P is a point on C.

There are two cases: first if D =
∑
nPiPi + P and D =

∑
nPiPi, second

more difficult is when E = nPP + ..., D = (nP + 1)P + .... In both cases we
have an inclusion L(E) ↪→ L(D).

In first case we define a morphism φ : L(D) → K by f 7→ (ftP )(P ),
where tP is a uniformizer at P . In the second case for f ∈ K(C) we define
a morphism φP : L(D) → K by f 7→ (ftnP+1

P )(P ). Then we have an exact
sequence of vector spaces: 0 → L(E) → L(D) → K. So when we add a
point to a divisor, dimension of corresponding vector space grows not more
than 1.

Example 3.3. Let KC = div(ω) be a canonical divisor on C, then for any
function f ∈ L(KC) we have div(f) ≥ −div(ω), so div(fω) ≥ 0, there-
fore fω is holomorphic. The converse is also true: if the differential fω is
holomorphic, then f ∈ L(KC). Every differential on C is of the form fω
for some f , so we have an isomorphism of K-vector spaces: L(KC) and the
space of holomorphic {ω ∈ ΩC}. Denote the dimension of these spaces as
l(KC).

Now we are going to prove the fundamental result from theory of projec-
tive curves — The Riemann-Roch theorem:

Theorem 3.4. Let C be a smooth projective curve and KC be a canonical
divisor on C. Then there exists an integer g ≥ 0, such that for every divisor
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D ∈ Div(C) we have

l(D)− l(KC −D) = deg(D)− g + 1.

To prove this theorem we need to discuss some new constructions. we
will just rewrite Weil’s proof in [6] Remind the notation for a point P ∈ C
we have its local ring K[C]P and maximal ideal MP . By proposition 2.1
we know that K[C]P is a discrete valuation ring, therefore we can introduce
a discrete valuation on its field of fractions. We define here a residue field
K(P ) = K[C]P/MP , which is isomorphic to K in the case of algebraically
closed field.

Definition 3.5. A discrete valuation on a field F is a function ν : F →
Z ∪ {∞} with following properties for any x, y ∈ F :

1. ν(x · y) = ν(x) + ν(y);

2. ν(x+ y) ≥ min{ν(x), ν(y)};

3. ν(x) =∞⇔ x = 0.

Take a DV on the ring K[C]P from definition 2.2, which can be extended
to the field Frac(K[C]P ). We will work with completion of this field with
respect to a valuation defined by a point P ∈ C. One may look at the local
ring K[C]P as {f ∈ K(C) | ordP (f) ≥ 0}, then the completion of K[C]P is

K̂[C]P = lim←−
n

K[C]P/M
n
P . We set KP = Frac(K̂[C]P ).

We can describe the completion of the field as following: let t be a gen-
erator of maximal ideal K[C]P and x ∈ K[C]P , then there exist a constant
a0 ∈ K, for which we have: x ≡ a0 mod MP . Then the function x−a0 ∈MP

and we have x−a0 = tx0 then do the same operation to x0, get x0−a1 = tx1
and we obtain an expansion of x into power series: x = a0 + a1t + a2t

2 + ...
which depends only on P .

Lets look at fraction field K ′ of K[C]P , by extension of discrete valuation
to K ′ we can embed K ′ into a field of power series K((t)), we denote the
correspondent to P field of power series as KP . And represent any element
of ξ ∈ KP as ξ =

∑∞
i=−m ait

i. Where m = ordP (ξ).
One of the main construction is adelic ring (it is a topological ring, so we

may think about it as a topological vector space).
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Let A′ be the cartesian product
∏

P∈C KP , where each element can be
viewed as an infinite vector ξ = (..., ξP , ...). Then we restrict this product
under conditions: we want to work with a subring

AC =
∏
P∈C

′
KP =

{
(ξP ) ∈

∏
P∈C

KP | for almost all P ∈ C : ξP ∈ K̂[C]P
}

called a ring of adeles. And we have a diagonal embeddings K(C) ↪→ AC

namely x 7→ (x, ...x, ...) and the constant field K ↪→ AC .
For a divisor D we define the subset

A(D) = {ξ ∈ AC , | such that ordP ξP + ordP (D) ≥ 0},

and see that A(D) is a K-subspace of AC .
Note that the set of all parallelotopes A(D) define topology on AC as

a fundamental system of neighborhoods. Also there is a good exercise on
definitions to understand that A(D) ∩K(C) = L(D).

Our main aim is to describe the space AC/(K(C) +A(D)) as a parallelo-
tope for some divisor depending on D, find its dimension over K and deduce
the main theorem.

We want to define differential adeles: First we need to define differentials
for K̂[C]P as Kahler differentials Ω

K̂[C]P /K
and for a field KP as ΩKP /K .

Here ΩA/B are Kahler differentials for ring A containing B, they are
defined in the same way as the space of differentials for an algebraic variety
— modulo relations over B.

Then we have the same statement as proposition 1 for our definition of
of differentials:

Proposition 3.6. The space ΩKP /K is one-dimensional space over KP and
a basis is dt, where t is generator of the maximal ideal in K[C]P .

As a consequence from the proposition one can represent any element of
ΩKP /K as

∑∞
i=−m ait

idt. Then we can define a residue map

resP : Ω′
K̂P /K

→ K(P ),
∞∑

i=−m

ait
idt 7→ a−1.

Next step is definition of differential adeles:

ΩAC =
∏
P∈C

′
ΩKP =

{
(ωP ) ∈

∏
P∈C

ΩKP | for almost all P ∈ C : ωP ∈ Ω
K̂[C]P /K

}
.
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And analogically to the case of usual adeles we define the space of differential
adeles for divisor D.

ΩAC (D) = {(ωP ) ∈ ΩAC , | such that ordPωP + ordP (D) ≥ 0},

Then for any divisor of differential form (ω) =
∑

P∈C ordP (ω)P we define

a map AC
∼→ ΩAC by multiplication on ω pointwise, which sends K(C)

to ΩK(C). What we need from this map is that it defines an isomorphism

L(D + (ω))
∼→ ΩK(C) ∩ ΩAC (D).

Definition 3.7. A pairing AC × ΩAC → K defined by 〈(fP ), (ωP )〉 =∑
P∈C TrK(P )/KresP (fpωP ) is correctly defined and non-degenerate. Here we

work with algebraically closed field, so we assume that K(P ) = K and the
formula is 〈(fP ), (ωP )〉 =

∑
P∈C resP (fpωP ).

If we take a non-degenerate pairing V ×W → k then any element w ∈ W
defines a homomorphism from V to k by v 7→ v×w. Here we say that pairing
ϕ : V × W → k is non-degenerate if for any element v ∈ V a morphism
ϕv : W → k vanishes for all w ∈ W , then v = 0 and analogical statement is
true for elements of W .

The fact about pairing that it is correctly defined follows from adelic
condition, which means that for almost all P ∈ C we have resP (fPωP ) = 0.
The statement about non-degenerateness follows from properties of residue
map. We discuss here only the case of non-degenerateness for AC , the case
for ΩAC is similar. Take any element (fP ) ∈ AC and look at map 〈(fP ), ∗〉 :
ΩAC → k defined by (ωP ) 7→

∑
P∈C resP (fPωP ). If we have that (ωP ) 7→ 0

for any (ωP ) ∈ ΩAC than (fP ) = 0. If it’s not so, than take P , such that
fP = utnP , where u is a unit in K[C]P and correspondent adele in ΩAC such
that (ωP ) = (0, ..., t−n−1P dtP , 0...) than 〈(fP ), (ωP )〉 6= 0.

Lemma 3.8. The pairing KP × ΩKP → K obtained as

〈fP , ωP 〉 = TrK(P )/KresP (fPωP )

defines an isomorphism ΩKP ' HomK(KP , K).
For a maximal ideal (Mn

P )⊥ = (M−n
P )ΩKP .

This lemma is the local statement which holds for any local field K =
k((t)) (complete DV field, whose residue field is finite k).
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Corollary 3.9. From lemma follows two global statements:
Here for a pairing V ×W → k we denote by V ⊥ a subspace of W of the

elements {w such that for any v ∈ V we have v × w 7→ 0.}

1. AC(D)⊥ = ΩAC (−D);

2. K(C)⊥ = ΩK(C).

Proof. 1. If for a divisor D an element (ωP ) ∈ AC(D)⊥, then (and inverse
implication is true) for any P we have ωP ∈ (MnP

P )⊥ and by the second
statement of lemma we get what need.

2. exercise: first prove the inclusion ΩK(C) ⊆ K(C)⊥, then inverse inclu-
sion.

From developed theory there are two important consequences:

Theorem 3.10. For a divisor D on a curve C and a canonical divisor KC =
(ω), ω ∈ ΩK(C) if the dimension of space AC/(K(C) +AC(D)) is finite, then
we have an isomorphism of vector spaces over K

HomK(AC/(K(C) + AC(D)), K) ' L(KC −D).

Proof. First we observe that by recent result (about a map of multiplication
by (ω)) we have that L(KC − D) ' ΩK(C) ∩ ΩAC (−D). Then we have by
previous corollary that ΩK(C)∩ΩAC (−D) = K(C)⊥∩AC(D)⊥. So the thing
left to prove is HomK(AC/(K(C) + AC(D)), K) ' K(C)⊥ ∩ AC(D)⊥.

We should note that by this property any element from K(C)⊥∩AC(D)⊥

defines a morphism from AC to K, which is zero on elements from (K(C) +
AC(D)). So we got an inclusion K(C)⊥ ∩ AC(D)⊥ ⊆ HomK(AC/(K(C) +
AC(D)), K), by non-degenerateness of pairing we have that this inclusion is
an isomorphism.

Now we are going to Riemann-Roch theorem.

Proof. of the theorem 3.4 So we have the following data: L(D) = AC(D) ∩
K(C); dimK L(D) = l(D);

L(KC − D) = HomK(AC/(K(C) + AC(D)), K); dimK L(KC − D) =
l(KC −D);
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First we understand that RR is true for the case D = 0. Then add a
point P to a divisor D and look at two sides of equality: l(D)− l(KC−D) =
deg(D) + 1− g. Righthand side, we denote it by δ(D) grows by 1, we should
prove the same for left, l(D) − l(KC − D) = χ(D). Here we use adelic
description of L(D).

Therefore we have to prove that for divisors D = E + P , E only one of
the following is true:

• L(D) = L(E)⊕K;

• HomK(AC/(K(C)+AC(D)), K)⊕K = HomK(AC/(K(C)+AC(E)), K)
and L(D) = L(E);

Since we assume that AC/(K(C) + AC(D)) is a finite-dimensional vector
space, than we may look only at the space K(C) + AC(D), then second
statement becomes: K(C) + AC(D) = (K(C) + AC(E))⊕K.

Assume that we have l(D) = l(E) + 1, then lets prove that K(C) +
AC(D) = K(C) + AC(E). There exists a function f ∈ K(C), such that
L(D) = L(E) + 〈f〉 as spaces over K. Assume that K(C) + AC(D) is
bigger and take an element g+ (hQ) ∈ K(C) +AC(D), such that g+ (hQ) 6∈
K(C) + AC(E), then there exists α ∈ K, such that (hQ − αf) ∈ AC(E).
Since (hQ) ∈ AC(D) \ AC(E), so for all Q 6= P it satisfy conditions defined
by divisor E, the only exception is for hP in point P . So we just take
a function f from assumption, which also have big enough pole at P and
suitable α to get an adele (hQ − αf) ∈ AC(E), then an element g + (hQ) =
g + αf + (hQ − αf) ∈ K(C) + AC(E).

Second part: now assume that L(D) = L(E), then we need to prove
that K(C) + AC(D) = (K(C) + AC(E))⊕K〈(fQ)〉 as K-vector spaces. Let
D = (nP + 1)P + ... and E = nPP + ..., then take any element g + (hQ) ∈
K(C) + AC(E) and for g + (h′Q) ∈ (K(C) + AC(D)) \ (K(C) + AC(E)) we

take for all Q 6= P the same hQ, but for P take h′P = hP + t−nP−1P , where
tP is the uniformizer at P . Then, since L(D) = L(E) we don’t have any
function f to represent g + (h′Q) as an element of K(C) + AC(E).

To finish proofs of this section we need only finiteness of dimension of
the space AC/(K(C) + AC(D)) for any divisor D. The reader can find this
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statement in [1] chapters 13.2 and 14.2 with another proof of the Riemann-
Roch theorem.

In the previous lecture we noted some useful results which follow from
Riemann-Roch theorem.

Corollary 3.11. 1. degKC = 2g − 2; here use D = KC;

2. If degD > 2g − 2 then l(D) = degD − g + 1. Here from 1. deg(KC −
D) < 0.

Now we discuss some examples

Example 3.12. Let C = P1. We have no holomorphic differentials on P1,
so l(KC) = 0. Previous corollary says that P1 has genus 0, so from RR
l(D)− l(−2(∞)−D) = degD + 1.

Note that we can work with C = P1 without Riemann-Roch theorem.
Let D = n∞, then L(D) is just the set of all polynomials of degree less than
n, so l(D) = n+ 1.

Example 3.13. Let C be a curve y2 = (x−e1)(x−e2)(x−e3), we have seen
that div(dx/y) = 0, so KC = 0, then g(C) = l(KC) = l(0) = 1. From RR we
have l(D) = degD.

We finish with a statement about relationship for general curves and
nonconstant map.

Theorem 3.14. Let φ : C1 → C2 be a nonconstant separable map of smooth
curves of genus g1, g2 respectively. Then

2g1 − 2 ≥ (deg φ)(2g2 − 2) +
∑
P∈C1

(eφ(P )− 1).

The equality holds either for charK = 0, or for charK = p and p - eφ(P ) for
all P ∈ C1.

Proof. For a nonzero differential ω ∈ ΩC and P ∈ C1 let Q = φ(P ). Since φ
is separable we have φ∗ω 6= 0. We need to relate the valuation of ordP (φ∗ω)
and ordQ(ω). Write ω = fdt with t ∈ K(C2) a uniformizer at Q, denote
e = eφ(P ). We have φ∗t = use, where s is a uniformizer at P and u s.t.
u(P ) 6= 0,∞.
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Now write φ∗ω = (φ∗f)d(φ∗t) = (φ∗f)d(use) = (φ∗)(euse−1+(du/ds)se)ds.
We know that ordP (du/ds) ≥ 0, so ordP (φ∗ω) ≥ ord(φ∗f)+e−1, with equal-
ity iff e 6= 0.

Then ordP (φ∗f) = eφ(P )ordQ(f) = eφ(P )ordQ(ω). Add over all P ∈ C1

and get

deg div(φ∗ω) ≥
∑
P∈C1

(eφ(P )ordφ(P )(ω) + eφ(P )− 1) =

=
∑
Q∈C2

∑
P∈φ−1(Q)

eφ(P )ordQ(ω) +
∑
P∈C1

(eφ(P )− 1) =

(deg φ)(deg divω) +
∑
P∈C1

(eφ(P )− 1).

Here (deg divω) = 2g2 − 2.

Remark 3.15. There exists a more general formulation of Hurwitz the-
orem: for the definition of ramification divisor, equality of its degree to∑

P∈C1
(eφ(P )− 1) and Hurwitz equality the reader is advised to study second

paragraph in chapter IV of [4].

4 Lecture 4: Weierstrass equations

4.1 Definition

From here we denote the curve by E. Our main object of study are elliptic
curves — nonsingular curves of genus one with specified point O. We will
see later that any such curve can be given by an equation as the set of points
P = (x, y) ∈ P2 satisfying Weierstrass equation with the point O = (0 : 1 : 0)
at infinity.

Definition 4.1. An elliptic curve is a pair (E,O), where E is nonsingular
curve of genus 1 and O ∈ E. We denote it by E. For a subfield L ⊂ K we
say that E is defined over L if also O ∈ E(L).

We begin with the statement that every elliptic curve can be written as a
plane cubic, which is smooth and conversely every plane cubic is an elliptic
curve.

Proposition 4.2. Let E be an elliptic curve defined over K.
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1. There exist functions x, y ∈ K(E) such that the map φ : E → P2

defined by φ = (x : y : 1) gives an isomorphism of E with the projective
closure of a curve C, given by equation

C : Y 2 + a1XY + a3Y = X3 + a2X
2 + a4X + a6

with coefficients ai ∈ K and such that φ(O) = (0 : 1 : 0). The functions
x, y are called Weierstrass coordinates for E.

2. We can get another Weierstrass equation for E by change of variables:
X = u2X ′ + r, Y = u3Y ′ + su2X ′ + t, where u ∈ K∗, and r, s, t ∈ K.

3. Every cubic curve given by a Weierstrass equation as above is an elliptic
curve with base point O = (0 : 1 : 0).

Proof. 1. We look at vector spaces L(n(O)) for various ns. In our case we
use the Riemann-Roch theorem for g = 1, then l(n(O)) = dimL(n(O)) =
n for all n ≥ 1. So we choose functions x, y ∈ K(E) such that {1, x}
is the basis for L(2(O)) where x has pole of exact order 2 at O, and
{1, x, y} is the basis for L(3(O)) where y has pole of order 3 at O. The
statement about orders of poles follows from the fact that on a curve of
genus 1 by Riemann-Roch theorem we have that L((O)) = K = L(0).
So function x can not have a pole of order 1 at O.

But L(6(O)) has dimension 6, while it contains seven functions 1, x, y, x2,
xy, y2, x3, so there is a linear equation

a1 + a2x+ a3y + a4x
2 + a5xy + a6y

2 + a7x
3 = 0.

Where ai ∈ K and a6a7 6= 0, otherwise every term of equation would
have a pole of different order. We replace x, y by −a6a7x, a6a27y re-
spectively and then divide by a36a

4
7 to get an equation of the form

y2 + a1xy + a3y = x3 + a2x
2 + a4x + a6, called Weierstrass equation.

So we get a map φ : E → P2, φ = (x : y : 1), whose image C lies
in the locus described by Weierstrass equation. Since its image is not
one point, it is surjective, and y has higher-order pole at O, than x, so
φ(O) = (0 : 1 : 0).

What is left to prove is that φ : E → C ⊂ P2 has degree 1 and that C is
smooth. We prove the first using equivalent statementK(E) = K(x, y).
Look at maps (x : 1) : E → P1 and (y : 1) : E → P1, we know that
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x has a pole of degree 2 at O and no other poles, and y has a pole of
degree 3 at O and no other, so maps (x : 1) : E → P1 and (y : 1) :
E → P1 have degrees 2 and 3 respectively, then [K(E) : K(x)] = 2 and
[K(E) : K(y)] = 3, therefore K(E) : K(x, y) divides 2 and 3 so it’s 1.

To prove that C is smooth we need a

Lemma 4.3. If a curve given by Weierstrass equation is singular, then
there exists a rational map φ : E → P1 of degree one, it means that E
is birationally equivalent to P1 (there exists a rational map from E to
P1, such that inverse is also rational).

Proof. If necessary we do linear change of variables and assume that the
singular point is (0, 0). Using partial derivatives we see that Weierstrass
equation is of the form y2 + a1xy = x3 + a2x

2. Then the map E → P1,
defined by (x, y) 7→ (x : y) has degree one, since it has inverse P1 → E,
given by (1 : t) 7→ (t2 + a1t− a2, t3 + a1t

2 − a2t).

Now assume that our C is singular. Then by lemma there is a rational
map ψ : c→ P1 of degree one. Then the composition ψ◦φ : E → P1 is a
map of degree one between smooth curves, so it defines an isomorphism
between function fields K(E) and (ψ◦φ)∗K(P1), so it is an isomorphism
of curves. But the genus of E is 1. We got a contradiction, so C is
smooth and isomorphic to E.

2. Let {x, y} and {x′, y′} be two sets of Weierstrass coordinates on E.
Then x, x′ have poles of order 2 at O, and y, y′ have poles of order
3 at O. Then {1, x} and {1, x′} are bases for L(2(O)), and {1, x, y}
and {1, x′, y′} are bases for L(3(O)), so there exist u1, u2 ∈ K∗ and
r, s, t ∈ K such that x = u1x

′ + r and y = u2y
′ + sx′ + t. Substitute

this to Weierstrass equations and get u31 = u22, we set u = u2/u1 and
s = s2/u

2 to get desired formula.

3. To prove this statement we need a

Lemma 4.4. Let C be a smooth curve given by Weierstrass equation,
then the invariant differential (we will discuss this name on the next
lecture)

ω =
dx

2y + a1x+ a3
=

dy

3x2 + 2a2x+ a4 − a1y
is holomorphic and non-vanishing, i.e. div(ω) = 0.
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Proof is left as an exercise from A. Zykin’s list. (Hint: first observe

a case of general P = (x0, y0) and write ω = d(x−x0)
Fy(x,y)

= −d(y−y0)
Fx(x,y)

, and

conclude that ω has no poles on C, then count order of ω at P and get
that it also has no zeroes. After that look at case of P = O).

We have now that ω = dx
2y+a1x+a3

∈ ΩC has no zeroes and poles,

so div(ω) = 0. By Riemann-Roch theorem we have 2g(C) − 2 =
deg div(ω) = 0, so C has genus 1.

Remark 4.5. While proving first assertion of previous proposition we got
that for elliptic curve E following is true: K(E) = K(x, y) and [K(E) :
K(x)] = 2.

Now we understand why studying of theory of Weierstrass equation is
necessary for discussing elliptic curves. As we have seen every elliptic curve
can be represented by a cubic equation with the base point on the line at∞.
Then an elliptic curve has an equation of the Weierstrass form. In A. Zykin’s
list of problems there proposed ways to simplify this equation depending on
characteristic of the base field and you are strongly encouraged to solve that
problems.

4.2 Nice Weierstrass equation

We will assume form this point (if other is not stated) that characteristic of
our base field is not 2 or 3. Then one can write an equation of the curve in
the form:

E : y2 = x3 + ax+ b

Now we want to describe elliptic curves using this equation.

Proposition 4.6. 1. The curve E(a, b) : y2 = x3 + ax+ b for a, b ∈ K is
nonsingular and defines an elliptic curve over K iff 4a3 + 27b2 6= 0;

2. Every elliptic curve over K is isomorphic to one of the form E(a, b);

3. Two elliptic curves E(a, b) and E(a′, b′) are isomorphic iff there exists
a c ∈ K× such that a′ = c4a, b′ = c6b, then we have an isomorphism
(x : y : z) 7→ (c2x′ : c3y′ : z).
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For a curve given by such equation we define its j-invariant by

j(E(a, b)) =
1728(4a3)

4a3 + 27b2
,

its discriminant
∆(E) = −16(4a3 + 27b2),

note that discriminant of a curve is related to a discriminant of poly-
nomial f(x) = x3 + ax+ b, explicitly we have ∆f = −(4a3 + 27b2). and
the invariant differential

ω =
dx

2y
=

dy

3x2 + a
.

4. For j0 ∈ K there exists an elliptic curve E defined over K with j(E) =
j0.

Proof. 1. If there is a singular point P , then we have for it: 2y(P ) = 0,
3x(P )2 + a = 0, y(P )2 = x(P )3 + ax(P ) + b. Since charK 6= 2, we have
y(P ) = 0 and x(P ) is a double root of x3+ax+b = 0. So nonsingularity
of E is equivalent to nonvanishing of discriminant ∆(E).

2. this follows from todays big proposition; Here we can assume by 1. that
curve is nonsingular at (0 : 1 : 0).

3. this statement is equal to the following: two elliptic curves are iso-
morphic iff they have equal j-invariants. We prove a statement in the
proposition, but will use later equivalent.

If two elliptic curves are isomorphic, then we can compute their j-

invariants by formula (4a)3

4a3+27b2
and observe, that they are the same.

From previous proposition we know the form of all linear change of
variables, but isomorphisms, preserving reduced Weierstrass equation
are only of the form (x, y) = (u2x′, u3y′), which stated to an equation
gives us that a′ = u4a and b′ = u6b. Inverse assume, that necessary c
exists, then we have that a3b′2 = a′3b2. In this case we check 3 cases:

Case 1. a = 0, then j = 0 and b 6= 0, since δ 6= 0, so a′ = 0 and we take
c = (b/b′)1/6;

Case 2. b = 0, then j = 1728, similar to previous, take c = (a/a′)1/4;
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Case 3. ab 6= 0, then j 6= 0, 1728 and a′b′ = 0 by previous cases. We take
c = (a/a′)1/4 = (b/b′)1/6; we have that it is the same, because
a3b′2 = a′3b2;

4. Assume that j0 6= 0, 1728 and look at a curve

E : y2 + xy = x3 − 36x

j0 − 1728
− 1

j0 − 1728
;

Calculate ∆(E) =
j30

(j0−1728)3 and j(E) = j0, so we constructed a curve
for cases j0 6= 0, 1728.

For j0 = 0 we take E : y2 = x3 − 1/4, and for j0 = 1728 take E : y2 =
x3 + x.

Now we discussed necessary theory of Weierstrass equations and we con-
tinue by studying the Group law on elliptic curve.

For exercises the reader is strongly recommended to solve problems from
the list http://www.mccme.ru/ium/postscript/f11/zykin-Problems_2.

pdf .

5 Lecture 5: The Group Law

In this lecture we will often use the Riemann-Roch theorem 3.4 in case
g(C) = 1 which looks like l(D) − l(KC − D) = deg(D), moreover for every
divisor D of degree degD ≥ 0 we know that l(KC−D) = 0, so l(D) = degD.

The first corollary is

Lemma 5.1. Let C be a curve of genus 1 and P,Q ∈ C. Then (P ) ∼ (Q)
iff P = Q.

Proof. If (P ) ∼ (Q) we chose f ∈ K(C) such that div(f) = (P )− (Q), then
f ∈ L((Q)) and by RR theorem dimL((Q)) = 1, since L((Q)) contains K
we get f ∈ K and P = Q.

Some time ago we formulated already the composition law, but let me
remind it.
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We will assume that out main object of study — an elliptic curve E is
given by a Weierstrass equation of the form E : y2z = x3 + axz2 + bz3,
P = (x, y) ∈ E, and O = (0 : 1 : 0). Let L be a line in P2, then since the
equation of E has a degree 3, the line L intersects E at 3 points.

Fact 5.2. Let P,Q ∈ E and L — the line through P and Q (or tangent if
they coincide). Let R be the third point of intersection of L and E. Then we
take a line L′ through R and O, which intersects E at one more point, which
we will call P ⊕Q.

Proposition 5.3. We have the following properties for the composition law:

1. If a line L intersects E at points P,Q,R, then (P ⊕Q)⊕R = O.

2. P ⊕Q = Q⊕ P for all P,Q ∈ E;

3. P ⊕O = P for any P ∈ E;

4. For any P ∈ E there exists a point 	P such that P ⊕ (	P ) = O;

5. For P,Q,R ∈ E we have associativity: (P ⊕Q)⊕R = P ⊕ (Q⊕R).

So we can say that the composition law makes E into an abelian group with
identity element O.

From here we will denote the addition by just +, not ⊕

Proof. 1. By construction O + O = O and using a line through (P + Q)
and R we get that (P +Q) +R +O = O, so (P +Q) +R = O.

2. Follows from the symmetry of construction with respect to P and Q;

3. A line through P and O intersects a curve E for the third time in point
Q, such that P + Q = O by 1. and that P + Q + O = O, so we get
what needed.

4. For usual P we take a point Q from previous, for the point O one
should take O.

5. This assertion has more difficult proof, which actually works for all
others, since it is just an isomorphism (as abelian groups) between an
elliptic curve E and its Picard group. We will discuss here the proof
using RR, but there is one using coordinates, which is left for you. The
proof includes 3 steps:
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a. For every divisor D ∈ Div0(E) of degree 0, there exists a point
P ∈ E, such that D ∼ (P ) − (O). We define σ : Div0(E) → E
the map which sends D to P , and observe that it is surjective.

b. σ acts on equivalence classes of divisors and induces a bijection of
sets σ : Pic0(E)

∼→ E, i.e. for divisors D1, D2 ∈ Div0(E) we have
σ(D1) = σ(D2) iff D1 ∼ D2.

c. The inverse to σ is the map κ : E
∼→ Pic0(E) defined by P 7→

class of (P )− (O). And the geometric group law defined above is
the same as the algebraic group law, induced from κ.

First we prove a.: We look at L(D+(O)) and by RR we have dimL(D+
(O)) = 1, then take a nonzero element f ∈ L(D+(O)), which is a basis
of this space over K, so we get div(f)+D+(O) ≥ 0 and deg div(f) = 0,
therefore there exists a point P , such that div(f) = (P ) − (O) + D.
If there are two such points P, P ′, then (P ) ∼ D + (O) ∼ (P ′), so
by previous lemma P = P ′. For surjectivity we take for P ∈ E its
preimage — divisor (P )− (O).

Next we should prove b.: We take two divisors D1, D2 ∈ Div0(E) and
set Pi = σ(Di). By definition of σ we have (P1)− (P2) ∼ D1 −D2, so
if P1 = P2, then D1 ∼ D2, inverse way: if D1 ∼ D2, then (P1) ∼ (P2),
and by lemma P1 = P2.

To prove c. we only need to show that for two points P,Q ∈ E the
image of their sum is sum of their images: κ(P + Q) = κ(P ) + κ(Q),
where the second addition if of divisor classes in Pic0(E). Then we will
just use the group structure on Pic0(E) to deduce this structure on E.

We take two functions f(x, y, z) = ax + by + cz = 0 is a line in P2

through points P and Q, which intersects E also in point R, and a
function f ′(x, y, z) = a′x+ b′y+ c′z = 0 the line through R and O. We
know that line z = 0 intersects E at O with multiplicity 3, so

div
(f
z

)
= (P ) + (Q) + (R)− 3(O), div

(f ′
z

)
= (P +Q) + (R)− 2(O);

Then div
(
f ′

f

)
= (P +Q)− (P )− (Q) + (O) ∼ 0, so κ(P +Q)−κ(P )−

κ(Q) = 0.
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Corollary 5.4. For an elliptic curve E, a divisor D =
∑
nP (P ) ∈ Div(E)

is principal if and only if
∑

P∈E np = 0 and
∑

P∈E[nP ](P ) = O.

This is clear because D ∼ 0⇔ σ(D) = O ⇔
∑

P∈E[nP ]σ((P )−(O)) = O.

Note that for any field L ⊂ K if the curve E is defined over L, then one
can get the group structure on the set E(L) by the structure on E(K). It
comes out, because when we take two points P,Q from E(L) then the line
through these points is also with coefficients from L, so third intersection
point has coordinates in L.

Further, for a point P ∈ E and integer n we will denote by [n]P =
P + ... + P a sum by group operation of n points P , also [0]P = O. In
the list of problems from previous lecture you can find explicit formulas for
addition of points on elliptic curve, the notation there λ, ν are coefficients of
the equation of the line y = λx+ ν through points P1, P2.

Exercise 5.5. We say that a function f ∈ K(E) is even if f(P ) = f(−P )
for all P ∈ E. Prove that f is even iff f ∈ K(x).

Hint: one side is obvious. To prove another write f(x, y) = g(x) + h(x)y
and use the coordinate description of −P to deduce h(x) = 0.

5.1 Singular curves

Now we talk about the case when the Weierstrass equation gives us a singular
curve. That happens only when its discriminant ∆(E) = 0 and the most
famous examples are curves with equations y2 = x3 — cusp curve with one
singular point and one tangent line at that point, and y2 = x3 + x2 — node
curve with one singular point and two different tangent lines at that point.
In the list of problems are stated conditions for curve to have a cusp or a
node.

So in this section we assume that ∆(E) = 0. We denote by Ens the set
of nonsingular points of E. we already have a result about singular curves
— they are birational to P1.

Proposition 5.6. Let E be a curve given by a Weierstrass equation with
∆(E) = 0, then the composition law makes Ens an abelian group and we
want to describe it using the field K.

1. Assume that E has a node at point P0 and let y = a1x + b1 and y =
a2x+ b2 be distinct tangent lines to E at P0. Then the map Ens → K

∗

defined by (x, y) 7→ y−a1x−b1
y−a2x−b2 is an isomorphism of abelian groups.
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2. If E has a cusp at P0, let y = ax+ b be a tangent line to E at P0, then

the map Ens → K
+

defined by (x, y) 7→ x−x(P0)
y−ax−b is an isomorphism of

abelian groups.

Proof. First we understand that Ens is closed under composition law: it
means that if a line L intersects E at two points, then is does not contain
a singular, which is clear because P0 should has multiplicity at least two in
the intersection E ∩ L.

Then make a change of variables such that our singular point is (0, 0).
Then E is given by a Weierstrass equation of the form y2 = x3 + ax2 and if
a = 0, then E has a cusp, otherwise a singularity is a node.

For the case of cuspidal curve we take a map Ens → K
+

defined by
(x, y) 7→ x/y, we can do that because y = 0 only at (0, 0), which is singular.
In this case the inverse map is defined by t 7→ (t−2, t−3).

This is all that we need now from theory of singular elliptic curves. And
now we are going to prove the fundamental result in the theory of elliptic
curves is that the addition map E×E → E is a morphism. We state this as
a theorem.

Theorem 5.7. Let E be an elliptic curve. Then the group law and negation
define morphisms:

+ : E × E → E, (P,Q) 7→ P +Q − : E → E, P 7→ −P

Proof. The negation map is a morphism by definition, since it is obviously
rational and regular.

For a point Q ∈ E we define the translation map τQ : E → E by τQ(P ) =
P +Q. This is a rational map and so a morphism, moreover it has an inverse
— the translation for −Q, so is an isomorphism.

To prove that the the addition map + : E × E → E is a morphism we
have to prove regularity at pairs of points: (P, P ); (P,−P ); (P,O); (O,P ),
since for all other cases we have that coefficients λ = y2−y1

x2−x1 and ν = y1x2−y2x1
x2−x1

of a line y = λx+ ν through points (x1, y1) and (x2, y2) are well-defined.
For one of those cases we take a composition of maps

E × E τ1×τ2−→ E × E +−→ E
τ−1
1−→ E

τ−1
2−→ E

Where τ1 is the translation map for a point Q1 and τ2 is the translation map
for a point Q2.
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and look what happens to a pair of points (P1, P2), indeed they go to

(P1, P2)
τ1×τ2→ (P1 +Q1, P2 +Q2)×P1 +Q1 +P2 +Q2

+→ P1 +P2 +Q2

τ−1
1→

P1 + P2. So this composition is just an addition of points. Since we know
that τQ is an isomorphism, then the composition above is regular everywhere
except set (P−Q1, P−Q2); (P−Q1,−P−Q2); (P−Q1,−Q2); (−Q1, P−Q2),
but Qi are arbitrary points, so we can take another pair of points Q3, Q4

for new description of additional morphism and it will be regular in points
mentioned above.

5.2 Isogenies: definition

We want to work with appropriate morphisms between elliptic curves: such
that they take a special point of one curve to special point of another.

Definition 5.8. Let E1, O1, E2, O2 be two elliptic curves. An isogeny is a
morphism of curves φ : E1 → E2 such that φ(O1) = O2. We call two curves
E1, E2 isogenuous if there is an isogeny φ : E1 → E2 such that φ(E1) 6= O
(in this case we have φ(E1) = E2).

Next we should define the degree of isogeny. For the case of zero isogeny
we set deg[O] = 0, otherwise the isogeny is a finite map of curves, so we have
an injection of function fields φ∗ : K(E2) → K(E1) and the degree of φ is
is the degree of extension [K(E1) : φ∗K(E2)]. Definitions of separable and
inseparable degree are corresponding.

Definition of degree implies that for composition E1
φ→ E2

ψ→ E3 the
degree deg(ψ ◦ φ) = deg(ψ) deg φ.

By the group law elliptic curves are abelian groups. One can define a
structure of a group on the set of isogenies between two curves. Explicitly:
denote Hom(E1, E2) the set of isogenies E1 → E2, then for two isogenies
ψ, φ : E1 → E2 define a morphism (φ+ ψ)(P ) = φ(P ) + ψ(P ), which is also
an isogeny, so we get a structure of a group on Hom(E1, E2).

Now we turn to case when E1 = E2, i. e. End(E) = Hom(E,E), here we
can look at composition of isogenies (ψφ)(P ) = φ(ψ(P )) and get a structure
of a ring on End(E), we denote the subgroup of invertible elements Aut(E).

Example 5.9. The transition map from previous section τQ is of course not
an isogeny (unless Q = O, but it’s not interesting). We have an example
of isogeny: multiplication by n map where n ∈ Z, defined as [n] : E → E,
[n](P ) = P + ...+ P , in the case n < 0 we set [n](P ) = [−n](−P ).
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5.3 Exercises

Exercise 5.10. Let C over algebraically closed field K is an algebraic curve
of genus 1. Take any point O ∈ C and j-invariant for curve j(C,O).

1. For curve (C ′, O′) and isomorphism φ : C → C ′ such that φ(O) = O′

prove that j(C,O) = j(C ′, O′);

2. For two points O,O′ ∈ C prove that there exists an isomorphism C →
C, which sends O to O′. Deduce that j(C,O) = j(C,O′).

Exercise 5.11. How to get [m]P .
Here we will discuss the case of a curve E : y2 = x3 + Ax + B. But one

can write formulas in similar way for case of general Weierstrass equation.
We define polynomials ψm ∈ Z[A,B, x, y] by first few:

ψ1 = 1, ψ2 = 2y, ψ3 = 3x4 + 6Ax2 + 12Bx− A2,

ψ4 = ψ2(2x
6 + 10Ax4 + 40Bx3 − 10A2x2 − 8ABx− 2A3 − 16B2),

and then by induction with following formulas:

ψ2m+1 = ψm+2ψ
3
m − ψm−1ψ3

m+1, if m ≥ 2;

ψ2ψ2m = ψ2
m−1ψmψm+2 − ψm−2ψmψ2

m+1, if m ≥ 3.

Then we define polynomials φm, ωm in the following way:

φm = xψ2
m − ψm+1ψm−1, 4yωm = ψ2

m−1ψm+2 + ψm−2ψ
2
m+1.

1. Prove that if m is odd (even) polynomials ψm, φm, y
−1ωm (correspond-

ing (2y)−1ψmφm ωm) are elements of the ring Z[A,B, x, 4x3+4Ax+4B];

2. Prove that ψm, φm as polynomials of x start with xm
2

and m2xm
2−1;

3. Prove that if ∆(E) 6= 0, then φm(x), ψm(x) are coprime;

4. Prove that if ∆(E) 6= 0, then for any point P = (x0, y0) one can com-

pute [m]P =
(
φm(P )
ψm(P )2

, ωm(P )
ψm(P )3

)
;

5. Prove that divisor of div(ψm) =
∑

T∈E[m](T ) − m2(O), so ψm has a
zero in m-torsion points;
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6. Prove that degree of the map [m] : E → E has degree m2.

Exercise 5.12. Let E be an elliptic curve with homogeneous Weierstrass
equation F (x0 : x1 : x2) = x21x2 − x30 − Ax0x22 − Bx32 = 0, let P ∈ E. Prove
that following conditions are equal:

• [3]P = O;

• The tangent line to E in P intersects E only at P ;

• Determinant of
(

∂F
∂xixj

(P )
)

equals to 0.

Exercise 5.13. Let C be a smooth curve of genus g (from RR)and n ≥ 2g+1
an integer. We choose a basis f0, ...fn in L(n(P0)) and define a map φ = (f0 :
... : fn) : C → Pn−g. Prove that the image of this map is a curve C ′ in Pn−g,
that deg φ = 1, and (harder) that C ′ is smooth and φ is an isomorphism.

6 Lecture 6: Isogenies

We continue to study isogenies of elliptic curves (they are morphisms, sending
point O1 to O2).

Proposition 6.1. 1. The multiplication map [n] is nonconstant if n 6= 0;

2. For two elliptic curves E1, E2 the group of isogenies Hom(E1, E2) is a
torsion-free Z-module;

3. For an elliptic curve E its endomorphism ring End(E) is an integral
domain of characteristic zero.

Proof. 1. To prove the first assertion we will use that [mn] = [m] ◦ [n], so
we have to prove that [2] 6= [0] and [p] 6= [0] for odd primes p. The idea
is to show that [2] is a nonconstant map, however there always exists a
point P of order 2, which means that for n odd we have [n]P = P 6= O.

This is not difficult to find out that there always exist a point of order
2 (except the case of charK = 2), but there are only finitely many
such points since their x coordinates are roots of polynomial, here one
should use an exercise from list of problems which gives the formula of
x coordinate for doubling point. In the case of char = 2 one should
look for points of order 3.
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In the case of characteristic 2 of the base field one should look at
multiplication by [3] map and points of order 3.

2. This is the corollary of previous. Assume we have φ ∈ Hom(E1, E2) and
n ∈ Z , such that [n] ◦φ = [0], then taking degrees (deg[n])(deg φ) = 0,
so either [n] = [0], or φ = [0].

3. From previous characteristic of End(E) is 0, assume there exist two
isogenies φ, ψ such that φ◦ψ = [0], then (deg φ)◦ (degψ) = 0, so either
φ = [0], or ψ = [0].

We look at E as an abelian group and for an integer m ≥ 1 define its m-
torsion subgroup by E[m] = {P ∈ E : [m]P = O}, and its torsion subgroup
Etors =

⋃∞
m=1E[m].

Example 6.2. Curves with complex multiplication.
Assume charK = 0, then usually End(E) ' Z, but sometimes happens

an exception when End(E) is larger than Z, then we say that a curve E has
complex multiplication. Here we give an example of such curve.

Let i ∈ K be a primitive fourth root of unity, i2 = −1. Look at elliptic
curve E : y2 = x3−x. Then in End(E) there is a map [i] : (x, y) 7→ (−x, iy),
for which [i] ◦ [i] = [−1], so there is a ring homomorphism Z[i] → End(E),
defined as m+ ni 7→ [m] + [n] ◦ [i].

Example 6.3. The Frobenius endomorphism. Here we assume that charK =
p > 0.

Remember there was a curve E(q), obtained by raising to q-th power all
coefficient of equation for E?

The Frobenius morphism φq : E → E(q) is defined by (x, y) 7→ (xq, yq).
We know that E(q) is given by Weierstrass equation, and we want it to be a
nonsingular elliptic curve.

Writing j-invariant and discriminant in terms of Weierstrass coefficients
we get ∆(E(q)) = ∆(E)q and j(E(q)) = j(E)q, so equation for E(q) is non-
singular. For K = Fq the q-th power of Frobenius is an identity and so φq
is an endomorphism of E = E(q). The set of points fixed by φq is the finite
group E(Fq).

Remark 6.4. A view of arbitrary morphism between elliptic curves. Con-
sider a morphism φ : E1 → E2 of elliptic curves, then the composition
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ψ = τ−φ(O1) ◦ φ is an isogeny, since ψ(O1) = (O2), so any morphism between
elliptic curves can be written as a composition of an isogeny and translation.

We defined an isogeny as a map, sending O1 to O2, but don’t we want
it to preserve a group law? Next theorem shows that this property follows
from definition.

Theorem 6.5. Let φ : E1 → E2 be an isogeny, then φ(P+Q) = φ(P )+φ(Q).

Proof. We assume that φ is nonconstant (as in any case when we prove
something about isogenies), so φ is finite map and induces a homomorphism
φ∗ : Pic0(E1) → Pic0(E2) defined by φ∗(class

∑
ni(Pi)) = class

∑
ni(φPi).

So we get a commutative diagram:

E1
κ1−−−→ Pic0(E1)

φ

y φ∗

y
E2

κ2−−−→ Pic0(E2)

Using the fact that κi are isomorphisms we get that φ is group homomor-
phism.

Corollary 6.6. The kernel φ−1(O) of a nonzero isogeny φ : E1 → E2 is a
finite subgroup of E1 of order not more than deg φ.

The following statements give us some properties of isogeny, its separable
and inseparable degree and left without proof.

Proposition 6.7. Let φ : E1 → E2 be a nonzero isogeny.

1. For every P ∈ E1 and Q ∈ E2 we have #φ−1(Q) = degs φ and eφ(P ) =
degi φ;

2. The map kerφ → Aut(K(E1)/φ
∗K(E2)), defined by T 7→ τ ∗T is an

isomorphism.

3. If φ is separable, then φ is unramified, # kerφ = deg φ, and K(E1) is
a Galois extension of φ∗K(E2).

Reminder: ramification index of a morphism between curves eφ(P ) =
ordP (φ∗tφ(P )), morphism is called unramified if eφ(P ) = 1 for all P , τ ∗T is the
automorphism of K(E1) induced by τT .

39



Proposition 6.8. Let E be an elliptic curve and G a finite subgroup of E.
Then there exist unique elliptic curve E/G and separable isogeny φ : E →
E/G, such that kerφ = G.

Sketch of the proof: Look at fixed subfield K(E)G of K(E), one see that
K(E)/K(E)G is Galois extension and K(E)G has transcendence degree one
over K, so there is a unique curve C and a morphism φ : E → C such that
φ∗K(C) = K(E)G, then show that φ is unramified and by Hurwitz genus
formula compute g(C) = 1.

6.1 The dual isogeny

For a nonconstant isogeny φ : E1 → E2 there is an induced map φ∗ :
Pic0(E2)→ Pic0(E1), but we have also two isomorphisms κi : Ei → Pic0(Ei),
sending a point P to the class (P )− (O). So one obtains a morphism

E2
κ2−→ Pic0(E2)

φ∗−→ Pic0(E1)
κ−1
1−→ E1.

The composition κ−11 ◦ φ∗ ◦ κ2 is a rational map sending O2 to O1, so is an

isogeny. We call it the dual isogeny for φ and denote φ̂.

Theorem 6.9. Let φ : E1 → E2 be a nonconstant isogeny of degree m. Then
there exists a unique isogeny φ̂ : E2 → E1 such that φ̂ ◦ φ = [m]. One can

define φ̂ as composition

E2
Q 7→(Q)−(O)−→ Div0(E2)

φ∗−→ Div0(E1)
∑
nP (P ) 7→

∑
[nP ]P−→ E1.

Proof. Uniqueness is obvious, since for another such morphism φ̂′ we have
that (φ̂ − φ̂′) ◦ φ = [0]. To prove existence we look at the image of Q =
φ(P ) ∈ E2 by composition defined in statement of theorem:

Q 7→ (Q)−(O) 7→
∑

P∈φ−1Q

eφ(P )P−
∑

R∈kerφ

eφ(R)R 7→ [degi φ](
∑

P∈φ−1Q

P−
∑

R∈kerφ

R)

= [degi φ] ◦ [#φ−1(Q)]P = [deg φ]P

Here first arrow is by definition of φ∗, second and equalities are from first and
third part of proposition 6.7. Note that we didn’t use anywhere characteristic
of the base field.
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Let us state some properties of this isogeny:

Proposition 6.10. Let φ : E1 → E2 be an isogeny of degree m.

1. Let m = deg φ, then φ̂ ◦ φ = [m] on E1 and φ ◦ φ̂ = [m] on E2;

2. Let ψ : E2 → E3 be isogeny, then ψ̂ ◦ φ = φ̂ ◦ ψ̂;

3. Let ψ : E1 → E2 be another isogeny, then φ̂+ ψ = φ̂+ ψ̂;

4. For an integer m ∈ Z defined isogeny [̂m] = [m] and deg[m] = m2;

5. deg φ̂ = deg φ;

6.
̂̂
φ = φ.

Proof. 1. We prove that φ ◦ φ̂ = [m]: write (φ ◦ φ̂) ◦φ = φ ◦ [m] = [m] ◦φ;

2. Let degψ = n, then (φ̂ ◦ ψ̂) ◦ (ψ ◦ φ) = φ̂ ◦ [n] ◦ φ = [n] ◦ φ̂ ◦ φ = [nm],

from uniqueness property we get that φ̂ ◦ ψ̂ = ψ̂ ◦ φ;

3. We will prove it later, using the Weil pairing;

4. This is obvious for m = 0, 1, apply 3. for maps φ = [m], ψ = [1],

then ̂[m+ 1] = [̂m] + [̂1], so by induction [̂m] = [m]. Let d = deg[m]
and look at multiplication by d. Then by definition of dual isogeny

[d] = [̂m] ◦ [m] = [m2], so d = m2;

5. By 4.,1. we have m2 = deg[m] = deg(φ ◦ φ̂) = (deg φ)(deg φ̂) =

m(deg φ̂), so m = deg φ̂;

6. By 1,2,4 φ̂ ◦ φ = [m] = [̂m] =
̂̂
φ ◦ φ = φ̂ ◦ ̂̂φ, so φ =

̂̂
φ.

6.2 The Tate module

To work further with Tate module we need a view of m-torsion group of E.
Here we look only at points of E(K). Explicitly:

Proposition 6.11. If m 6= 0 in field K, then E[m] = Z/mZ× Z/mZ.
If charK = p, then one of the following is true:
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1. E[pn] = O for all n ∈ N;

2. E[pn] = Z/pnZ for all n ∈ N.

Proof. By 4. from previous proposition we get that [m] is finite separable
map, then #E[m] = deg[m] = m2, similarly for every d|m we have that
#E[d] = d2. We reduced the statement to an

Exercise 6.12. Let A be a finite abelian group of order nr. Suppose that for
every d|n we have #A[d] = dr. Then A ' (Z/nZ)r.

Let φ is p-th power Frobenius morphism. Then #E[pn] = (degs(φ̂◦φ))n =

(degs φ̂)n. But we know that deg φ̂ = deg φ = p, so there are two cases: first

if φ̂ is inseparable, then degs φ̂ = 1, then #E[pn] = 1 for all n; second if φ̂ is

separable, then degs φ̂ = p and #E[pn] = pn for all n.

We have shown that E[m] = Z/mZ×Z/mZ is an isomorphism of groups.
But we have some additional structure on E[m], for example GK/K acts on
E[m]: [m]P = O, so [m]P σ = ([m]P )σ = O, so we get a representation
GK/K → Aut(E[m]) ' GL2(Z/mZ). What we want is to put together all
these mod m representations to get a characteristic zero representation.

To do it we define the l-adic Tate module.

Definition 6.13. Let E be an elliptic curve and l ∈ Z a prime number.
The Tate module is the group Tl(E) = lim←−

n

E[ln] the inverse limit taken with

respect to the natural maps E[ln+1]
[l]→ E[ln].

We know that E[ln] is a Z/lnZ-module, so the Tate module has a natural
structure of Zl-module. Moreover as a Zl-module it has defined structure:

a. Tl(E) ' Zl × Zl if l 6= charK;

b. Tl(E) = {0} or Zl if l = charK.

This follows from previous proposition.
We define l-adic representation of GK/K associated to E as the homomor-

phism ρl : GK/K → Aut(Tl(E)) induced by action of GK/K on E[ln]. To get
a representation of GK/K over a field of characteristic 0 we chose a Zl-basis
in Tl(E) and use representation GK/K → GL2(Zl) with inclusion Zl ⊂ Ql.
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Now we discuss applications of the Tate module to isogenies. Let φ : E1 →
E2 be an isogeny of elliptic curves. Then φ induces maps φ : E1[l

n]→ E2[l
n],

so it induces a map φl : Tl(E1)→ Tl(E2). So we get a map HomK(E1, E2)→
HomK(Tl(E1), Tl(E2)) defined by φ 7→ φl. An important statement about
this map is following

Theorem 6.14. Let E1, E2 be elliptic curves and l 6= charK be a prime.
Then the natural map HomK(E1, E2)⊗ Zl → HomK(Tl(E1), Tl(E2)), φ 7→ φl
is injective. Moreover it is an isomorphism in following cases:

1. K is a finite field;

2. K is a number field.

We leave it without proof, because known proofs of surjectivity use tech-
niques, not included in this course. We will not use it further.

6.3 Additional: proof of one theorem

In this section using the latest theorem of lecture 6 we will prove the following
result:

Theorem 6.15. Let E1, E2 be elliptic curves. Then Hom(E1, E2) is a free
Z-module of rank at most 4.

Proof. We know already that Hom(E1, E2) is a free Z-module, but have to
prove mainly that it has finite rank, and then prove the theorem using equal-
ity rkZHom(E1, E2) = rkZlHom(E1, E2) ⊗ Zl of ranks as Z and Zl-modules
and inequality

rkZlHom(E1, E2)⊗ Zl ≤ rkZlHom(Tl(E1), Tl(E2)) = 4.

Here the last equality comes from Hom(Tl(E1), Tl(E2)) = Mat2(Zl) and in-
equality from injection HomK(E1, E2)⊗ Zl → HomK(Tl(E1), Tl(E2)).

To prove finiteness of rank of Hom(E1, E2) as Z-module our main refer-
ence is [10].

We denote by Hom0(E1, E2) = Q ⊗ Hom(E1, E2) and by End0(E) =
Q ⊗ End(E) then End0(E) has finite dimension as Q-vector space, because
it is a ring of matrices. Also we have Hom(E1, E2) ⊂ Hom0(E1, E2), since
Hom(E1, E2) is torsion-free.

43



For two elliptic curves E1, E2 over C the finiteness of dimension of Hom0(E1, E2)
over Q can be easily verified as following: look at Ei = C/Li where Li
is a lattice (more precisely about this representation is written in the next
lecture). Then every algebraic morphism f : E1 → E2 lifts to a complex-

analytic morphism f̃ : C → C which is linear, therefore we have a map
T : Hom(E1, E2) → HomZ(C,C) a representation of Hom(E1, E2) by 2 × 2-
integral matrices.

We want to have an l-adic analog of this construction, here l 6= p. A
morphism f : E1 → E2 induces a morphism Tl(f) : Tl(E1)→ Tl(E2), provid-
ing an l-adic representation Tl : Hom(E1, E2) → HomZl(Tl(E1), Tl(E2)). We
take bases for Tl(Ei) over Zl to get a representation of Hom(E1, E2) by 2× 2
matrices with coefficients in Zl.

Lemma 6.16. Let M be a finitely generated submodule of Hom(E1, E2).
Then QM ∩ Hom(E1, E2) = {φ ∈ Hom(E1, E2)|nφ ∈ M} for some n is also
finitely generated.

Proof. We may assume thatE1 and E2 are isogenuous, otherwise Hom(E1, E2) =
0. Then there is an injection Hom(E1, E2) → End(E1), induced by isogeny
E2 → E1 and we will consider the case of E2 = E1 = E for convenient
notation.

Exercise 6.17. The function φ 7→ deg φ ∈ Z on End(E) extends to homo-
geneous polynomial function of degree 2 on End0(E).

We will just use this exercise: since every φ 6= 0 is an isogeny, P (φ) > 1 is
φ ∈ End(E) and φ 6= 0. But QM is finite-dimensional space and |P (φ)| < 1
is a neighborhood of 0 in this space intersecting with End(E) only by 0,
therefore End(E) ∩QM is discrete in QM , hence finitely generated.

From this point to prove the injectivity of

HomK(E1, E2)⊗ Zl → HomK(Tl(E1), Tl(E2)),

φ 7→ φl it is enough to prove that for any finitely generated submodule
M ⊂ Hom(E1, E2) such that M = QM ∩Hom(E1, E2), the map Zl ⊗ZM →
HomZl(Tl(E1), Tl(E2)) is injective. Which is left as an exercise.

Since Hom0(E1, E2) is finitely generated Q-vector space it is evident by
the lemma that Hom(E1, E2) is finitely generated Z-module.
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6.4 Exercises

Exercise 6.18. Let E be an elliptic curve and l a prime integer, not equal
to charK if charK > 0. Prove that the natural map Aut(E) → Aut(E[m])
is injective except the case m = 2, when the kernel is [±1].

Exercise 6.19. Prove that the natural map Hom(E1, E2)→ Hom(Tl(E1), Tl(E2))
is injective.

Exercise 6.20. Let E be an elliptic curve with complex multiplication over
K, charK = 0. Prove that for all primes l the action of GK/K on the Tate
module is abelian. (Hint: f ∈ EndK(E) commutes with action of GK/K on
Tl(E)).

7 Lecture 7: Invariant differential, Weil pair-

ing

7.1 Invariant differential

Recently we named the differential ω = dx
2y+a1x+a3

for elliptic curve E : y2 +

a1x+ a3y = x3 + a2x
2 + a4x+ a6 an invariant, now it’s time to tell why.

Proposition 7.1. Let E be an elliptic curve given by Weierstrass equation
and ω = dx

2y+a1x+a3
. Let τQ be a translation map, then τ ∗Qω = ω.

Proof. To prove it we choose a function aQ 6= 0 ∈ K(E)∗ such that τ ∗Qω =

aQω, we can do it since ΩE is one dimensional vector space over K(E). Then
compute its divisor div(aQ) = div(τ ∗Qω) − div(ω) = τ ∗Qdiv(ω) − div(ω) = 0,
because div(ω) = 0.

So the function aQ does not have any zeroes and poles, then it is a constant

aQ ∈ K
∗
, now look at a rational map f : E → P1, defined by Q 7→ (aQ : 1),

rational because aQ can be viewed as a rational function of x(Q) and y(Q).
But this map is not surjective (points (0 : 1) and (1 : 0)), so it is constant
and aQ does not depend on Q, so equals to aO = 1.

Next theorem shows an important property of isogenies and invariant
differential.

Theorem 7.2. For two elliptic curves E, E ′ and invariant differential ωE
let φ, ψ : E ′ → E be two isogenies. Then (φ+ ψ)∗ωE = (φ∗ + ψ∗)ωE.
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Proof. First one prove that if φ = [0] or φ+ψ = [0], then theorem holds. For
this it’s enough to check [−1]∗ω = −ω, which is calculation in coordinates
for −P . Then we can assume that φ, ψ, φ+ ψ 6= [0].

We want to write a formula for ω(P + Q) = fω(P ) + gω(Q), where f, g
are functions of variables: x(P ), y(P ), x(Q), y(Q). If we fix a point Q, then
dx(Q) = 0 and we deduce that f = 1 by expressing ω(P + Q) = τ ∗Qω(P ) =
ω(P ), similarly we can say that g = 1. So ω(P +Q) = fω(P ) + gω(Q), then
we substitute for P and Q values of φ and ψ in appropriate point P . Then
(ω ◦ (φ+ ψ))(P ) = (ω ◦ φ)(P ) + (ω ◦ ψ)(P ), whis implies the theorem.

Corollary 7.3. Let ω be an invariant differential on an elliptic curve E, let
m ∈ Z. Then [m]∗ω = mω

Proof is by induction on m: [m+ 1]∗ω = [m]∗ω + ω by previous.

Corollary 7.4. Let E be an elliptic curve and ω its invariant differential.
We define a map End(E)→ K by φ 7→ aφ, where aφ is defined by φ∗ω = aφω.
Then

1. The map φ 7→ aφ is a ring homomorphism;

2. Its kernel is the set of inseparable endomorphisms of E;

3. If char(K) = 0, then End(E) is a commutative ring.

Proof. First we should explain that aφ from K(E) is actually in K. As before
we look at divisor of the function aφ, say div(aφ) = div(φ∗ω) − div(ω) = 0,
so aφ is constant.

1. by theorem aφ+ψω = (φ+ ψ)∗ω = φ∗ω + ψ∗ω = aφω + aψω. So aφ+ψ =
aφ+aψ, then we should find aφ◦ψω = (φ◦ψ)∗ω = ψ∗(φ∗ω) = aφψ

∗(ω) =
aφaψω. So aφ◦ψ = aφaψ.

2. Here aφ = 0⇔ φ∗ω = 0⇔ φ is inseparable.

3. In char = 0 everything is separable, so End(E) injects to K
∗
, so End(E)

is commutative.
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7.2 Weil pairing

The Weil pairing has several definitions, we will use the following because of
its simplicity:

For an elliptic curve E we define a pairing em : E[m] × E[m] → µm: let
P,Q ∈ E[m] and we choose divisors DP ∼ (P ) − (O) and DQ ∼ (Q) − (O)
of degree 0 such that their supports are disjoint. Then observe functions fP
and fQ such that div(fP ) = mDP and div(fQ) = mDQ, which exist because
P and Q are of order m.

We define em =
fP (DQ)

fQ(DP )
and therefore have to prove some necessary prop-

erties:

1. The definition of em does not depend on choice of DP , DQ, fP , fQ so
em is well-defined.

2. em maps to µm;

3. It is bilinear: em(P1 + P2, Q) = em(P1, Q)em(P2, Q); em(P,Q1 +Q2) =
em(P,Q1)em(P,Q2);

4. It is alternating: em(P, P ) = 1; em(P,Q) = em(Q,P )−1;

5. It is nondegenerate: if em(P,Q) = 1 for all P ∈ E[m], then Q = O;

6. emm′(P,Q) = em([m′]P,Q) for all P ∈ E[mm′] and Q ∈ E[m].

Proof. Remind first of all, how to define a function of divisor: for D =∑
P∈E nPP we say f(D) =

∏
P∈E f(P )nP . More we should remember Weil

reciprocity law:
f(div(g)) = g(div(f));

Then properties

1. and

2. follow from Weil reciprocity law: we have fP (divfQ) = fP (mDQ) =

fQ(mDP ) = fQ(divfP ), so
fP (DQ)

fQ(DP )
takes values in µm and em does not

depend on DP , DQ, fP , fQ because for any function g ∈ K(E) we have
g(mP −mO) does not depend on g since mP = O;
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3. We prove that em(P1+P2, Q) = em(P1, Q)em(P2, Q) and deduce em(P,Q1+
Q2) = em(P,Q1)em(P,Q2) from next statement em(P,Q) = em(Q,P )−1,
which follows immediately from definition: so we should prove that

fP1+P2(DQ)

fQ(DP1+P2)
=
fP1(DQ)fP2(DQ)

fQ(DP1)fQ(DP2)

By criterion for Elliptic curves a divisor
∑

nP
P is principal iff

∑
nP

= 0
and

∑
[nP ]P = O, so for two points P1, P2 ∈ E the divisor (P1 +P2)−

(P1) − (P2) − (O) is principal, say div h. Then we obtain an equality

div(
fP1+P2
fP1fP2

) = div(hm), so
fP1+P2
fP1fP2

= chm for appropriate constant c.

Now we rewrite a desired equation in following way:

fP1+P2(Q)fP1(O)fP2(O)

fP1+P2(O)fP1(Q)fP2(Q)
=
fQ(P1 + P2)fQ(O)

fQ(P1)fQ(P2)

The left-hand side of the equation is (
fP1+P2
fP1fP2

)(Q)(
fP1fP2
fP1+P2

)(O) = chm(Q)
chm(O)

=

h(m(Q) − m(O)) = h(mDQ) = h(div(fQ)) = fQ(div(h)), the last by
Weil reciprocity law. Look at right-hand side, which is by definition
fQ(div(h)).

4. obvious from definition;

5. Assume that for all points P,Q ∈ E[m] the following holds: fP (DQ) =
fQ(DP ), which is equal to suggestion that the Weil pairing is degener-
ate. As above we have DP+Q − DP − DQ = divh for some h, we will
assume that fP (DP ) = c2mP .

First we take fP of this equality and get

fP (DP+Q) = fP (DP )fP (DQ)fP (divh)

and by our assumption and Weil reciprocity law

fP+Q(DP ) = c2mP fQ(DP )hm(DP ),

here we used fP (DQ) = fQ(DP ) Now similarly take fQ of that equality
and get fP+Q(DQ) = c2mQ fQ(DP )hm(DQ), after that we take fP+Q of
equality and obtain c2mP+Q = fP+Q(DP +DQ)hm(DP+Q).
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Then dividing second by first fP+Q(DQ − DP ) =
c2mQ
c2mP

hm(DQ − DP ),

and from here follows fP+Q(DQ) =
c2mQ
c2mP

hm(DQ)

hm(DP )
fP+Q(DP ) and putting

it into the fP+Q(DP )fP+Q(DQ) =
c2mP+Q

hm(DP )hm(DQ)
we get f 2

P+Q(DP ) =

1
h2m(DQ)

c2mQ c2mP+Q

c2mP
, which means since any point R ∈ E[m] can be obtained

as a sum R = P + Q for given P and some Q, that fP = gmP for an
appropriate gP . Which is impossible unless P = O.

6. The proof is by induction on m′, for m′ = 1 all is ok. Assume we know
em(m′−1)(P,Q) = em([m′−1]P,Q), and now should prove emm′(P,Q) =
em([m′]P,Q), by 3. we know em([m′−1]P,Q)em(P,Q) = em([m′]P,Q),
so we need only to prove that

em(m′−1)(P,Q)em(P,Q) = emm′(P,Q).

Let’s look at the corresponding functions: fP , fQ, gP , gQ, hP , hQ, for
which we have div(fP ) = m(P ) − m(O), div(hP ) = m(m′ − 1)(P ) −
m(m′ − 1)(O), div(gP ) = mm′(P )−mm′(O) and similarly for Q.

One can see that div(gP ) = div(fP ) + div(hP ), so for any Q holds
gP (DQ) = fP (DQ)hP (DQ), analogous implications for Q give gQ(DP ) =
fQ(DP )hQ(DP ), so by definition

emm′(P,Q) =
gP (DQ)

gQ(DP )
=
hP (DQ)fP (DQ)

hQ(DP )fQ(DP )
= em(m′−1)(P,Q)em(P,Q).

Corollary 7.5. There exist points P,Q such that em(P,Q) is the primitive
m-th root of unity.

The image of em : E[m] × E[m] → µm is a subgroup of µm, assume it
is µd, then for all (P,Q) we have em(P,Q)d = em([d]P,Q) = 1, which is by
nondegeneracy false unless d = m.

Proposition 7.6. Let φ : E1 → E2 be an isogeny. We take points P ∈ E1[m]
and Q ∈ E2[m], then

em(P, φ̂(Q)) = em(φ(P ), Q)
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Proof. So we need to prove that

fP (Dφ̂Q)

fφ̂Q(DP )
=

fφ(P )DQ

fQ(Dφ(P ))

First, look at divisor Dφ̂(Q) = (φ̂Q)−(O) = (
∑

[nP ]P )−(O) by definition

of φ̂, where
∑
nP (P ) = φ∗(DQ) is the image of DQ = (Q) − (O) = κ2(Q)

under φ∗, so we know that there exists a function h such that φ∗(DQ) =
Dφ̂(Q) + divh.

Now we want to find fφ̂Q. We take mDφ̂(Q) = mφ∗(DQ) − mdivh =

φ∗(divf) − div(hm), so by φ∗(divf) = div(f ◦ φ) we take fφ̂Q = f◦φ
hm

for an
appropriate h.

Then left-hand side of desired equality transforms as following:

fP (Dφ̂Q)

fφ̂Q(DP )
=
fP (φ∗DQ − divh)

fφ̂Q(DP )
=
fP (φ∗DQ)hm(DP )

fP (divh)fQ(φDP )
=
fP (φ∗DQ)

fQ(φDP )

where the last equality by the Weil reciprocity law.
One can easily see that fQ(φDP ) = fQ(Dφ(P )), so the left to prove is

fP (φ∗DQ) = fφ(P )(DQ),

but by definition of φ∗ and since φ is an isogeny φ∗(divfP ) = φ∗(m(P ) −
m(O)) = m(φP ) − m(O) = divfφ(P ) and by 2.18.4 we have φ∗div(fP ) =
div(φ∗fP ), so we need to prove that

fP (φ∗((Q))) = (φ∗fP )(Q),

where in left-hand side is divisor (Q) and in right-hand side Q is a point.
Then left part is

∏
X∈φ−1Q fP (X)eφ(X) which is (φ∗fP )(Q) by definition of

φ∗ on functions φ∗f = φ∗−1(NK(E1)/φ∗K(E2)f).

Now we want to apply this theory to get l-adic Weil pairing on the Tate
module for l 6= charK in following way: we take all eln : E[ln]× E[ln]→ µln

and put it into inverse limits of E[ln+1]
[l]−→ E[ln] and µln+1

ξ 7→ξl−→ µln , so we
have a map

e : Tl(E)× Tl(E)→ Tl(µ).

We need to prove that all elns are compatible with inverse limits. For that
we have to show eln+1(P,Q)l = eln([l]P, [l]Q) for all P,Q ∈ E[ln+1]. By lin-
earity of eln+1 we have eln+1(P,Q)l = eln+1(P, [l]Q), then from 6. property for
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points P , [l]Q and values m = ln, m′ = l follows eln+1(P,Q)l = eln([l]P, [l]Q),
so e is well-defined.

It also has all properties of em (it is bilinear, alternating, nondegenerate)
and for an isogeny φ : E1 → E2 and dual φ̂ : E2 → E1 we have e(φP,Q) =
e(P, φ̂Q).

7.3 Additional: Proof of statement from previous lec-
ture

Here we will prove 3, let me remind you the statement:

Proposition 7.7. Let φ : E1 → E2 be an isogeny of degree m. Let ψ : E1 →
E2 be another isogeny, then φ̂+ ψ = φ̂+ ψ̂;

Proof. We will work with charK 6= 2, from the statement of proposition
we have deduced already that for integer m the degree of corresponding
isogeny deg[m] = m2. But now we have to prove it directly for case m = 2k.
First mention that for k = 1 the assertion is evident by explicit formula of
coordinate functions for [2]P depending on coordinates of P . Next from the
formula for degree of composition of two isogenies deg(φ◦ψ) = deg φ×degψ
deduce necessary for any k. Then since charK 6= 2 and [m] is separable,
we have | ker[m]| = deg[m] = m2, therefore |E[2k]| = 4k and by exercise on
properties of abelian group from exam we then have E[2k] = Z/2kZ×Z/2kZ
for any k.

Now for an integer m, such that E[m] = Z/mZ × Z/mZ we have built
the Weil pairing em : E[m] × E[m] → µm with all necessary properties.

Then em(P, φ̂+ ψ(Q)) = em((φ + ψ)(P ), Q) = em(φ(P ), Q)em(ψ(P ), Q) =

em(P, φ̂(Q))em(P, ψ̂(Q)) = em(P, φ̂(Q) + ψ̂(Q)) which is true for all m such
that |E[m]| = m2, i. e. for all m = 2k and all P,Q ∈ E[m]. From nondegen-
eracy of Weil pairing we deduce the desired property.

For the case of charK = 2 one should look at the m = 3k instead of
2k.

7.4 Exercises

Exercise 7.8. Here is usual definition of the Weil pairing. For a point
P ∈ E[m] we take our function fP with div(fP ) = m(P ) − m(O). Next
take a point P ′ ∈ E[m2] such that mP ′ = P , then there is a function gP

51



which divisor div(gP ) = [m]∗(P ) − [m]∗(O) =
∑

R∈E[m](P
′ + R) − (R), so

div(gm) = div(f ◦ [m]).
For an m-torsion point Q ∈ E[m] (may be P = Q) we have gP (X +

Q)m = gP (X)m, then the function Q 7→ gP (X+Q)
gP (X)

takes only finitely many

values, so E → P1 is not surjective and therefore constant. We define em :
E[m]× E[m]→ µm by em(P,Q) = gP (X+Q)

gP (X)
.

The exercise consists only of proving that both definitions of Weil pairing
give the same result.

8 Lecture 8: elliptic curves over C
The main reference for this lecture is [7]. Today we will prove that elliptic
curve over C is a Riemann surface of algebraic function and also factor C/L
by a lattice in C. More precisely:

Theorem 8.1. The following categories are equivalent:

• Objects: Elliptic curves over C, maps: isogenies;

• Objects: Elliptic curves over C, maps: complex analytic maps taking O
to O;

• Objects: Lattices L up to homothety, maps: {α ∈ C, αL1 ⊂ L2};

But to describe an analytic point of view on elliptic curves over C we
start with far away object — Riemann surface.

8.1 Elliptic curve as a Riemann surface

Definition 8.2. The Riemann surface is Hausdorff topological space X
with countable base and additional structure:

1. X is represented as a union of open subsets Uα, named coordinate neigh-
borhoods;

2. For every coordinate neighborhood Uα given a homeomorphism φ :
Uα → Vα, where Vα ⊂ C is open subset;

3. If Uα, Uβ two coordinate neighborhoods with nonempty intersection,
then the map φαβ : φα(Uα∩Uβ)→ φβ(Uα∩Uβ) given by x 7→ φβ(φ−1α (x))
is an isomorphism.
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Example 8.3. Let L ⊂ C be a lattice (additive subgroup, generated by two
linearly independent over R complex numbers ω1, ω2). We look at X = C/L
with factortopology. The natural map p : C→ X is a covering.

We take as coordinate neighborhoods small Uα ⊂ X such that the covering
over them splits into direct product and as a local chart take any section of
that covering. Coordinate change maps are translations by elements of L, so
they are holomorphic, therefore X is a Riemann surface which we will call E
by some reasons.

For a lattice L = 〈ω1, ω2〉 we give a notion of an elliptic function relative
to L as a function f(z) on C that satisfies f(z + ω) = f(z) for all z ∈ C and
ω ∈ L.

One can see that a meromorphic function on E is the same thing as a
meromorphic function on C with periods ω1, ω2. Such function we will call
elliptic.

Definition 8.4. Let L ⊂ C be a lattice. The Weierstrass ℘-function
relative to L is

℘(z, L) =
1

z2
+
∑
ω 6=0∈L

( 1

(z − ω)2
− 1

ω2

)

The Eisenstein series of weight 2k is Gk(L) =
∑

ω 6=0∈L ω
−2k.

Proposition 8.5. Let L be a lattice. Then

1. The Eisenstein series G2k(L) is absolutely convergent for all k > 1;

2. The series defining the Weierstrass ℘-function converges absolutely and
uniformly on every compact subset of C/L. The series defines a mero-
morphic, even, elliptic function on C having a double pole with residue
0 at every point of L and no other poles.

Proof.

The lattice L is discrete, there exist a constant c in C, so for all N ≥ 1 the
number of points in the ring |{ω ∈ L : N ≤ |ω| ≤ N + 1}| < cN . So

∑
ω∈L,|ω|≥1

1

|ω|2k
≤

∞∑
N=1

|{ω ∈ L : N ≤ |ω| < N + 1}|
N2k

<
∞∑
N=1

c

N2k−1 <∞.
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We estimate for |ω| > 2|z|∣∣∣ 1

(z − ω)2
− 1

ω2

∣∣∣ =
∣∣∣ z(2ω − z)

ω2(z − ω)2

∣∣∣ ≤ |z|(2|ω|+ |z|)|ω|2(|ω| − |z|)2
≤ 10|z|
|ω|3

.

Then from 1. it follows that ℘(z) is absolutely convergent for all z ∈ C \ L
and uniformly convergent on every compact subset of C \L. So ℘(z) defines
a holomorphic function on C \ L with double pole at any z ∈ L, moreover it
is obviously even, we see ℘(z) = ℘(−z).

Differentiating term by term we compute ℘′(z) = −2
∑

ω∈L
1

(z−ω)2 , from

here ℘′(z) is an elliptic function, so ℘′(z + ω) = ℘′(z) for ω ∈ L. After
integrating we obtain ℘(z + ω) = ℘(z) + c(ω), setting z = −ω

2
by evenness

of ℘(z) we get c(ω) = 0, so ℘(z) is an elliptic function.

Corollary 8.6. The function ℘′ is meromorphic over C, odd, and has periods
ω1, ω2, poles of order 3 at every point of lattice, and doesn’t have any other
poles, the main Laurent series part is −2/z3.

Proposition 8.7. Functions ℘, ℘′ are related as

(℘′(z))2 = 4(℘(z)− e1)(℘(z)− e2)(℘(z)− e3).

Proof. Left and righthand sides are meromorphic functions on E with poles
of order 6 at 0 and no other poles, and vanishing at other points of order

two with multiplicity 2, having no other zeroes. So (℘′(z))2

4(℘(z)−e1)(℘(z)−e2)(℘(z)−e3)
is holomorphic on E, so constant. Comparing coefficients we get value of this
constant.

We look at elliptic curve E = C/L as an abelian group, obviously isomor-
phic to R/Z× R/Z, so E has exactly four points of order 2, namely images

of 0, ω1

2
, ω2

2
, (ω1+ω2)

2
.

Proposition 8.8. One can look at function ℘ as a holomorphic map from
E to the Riemann sphere C = C ∪ ∞, this map has degree 2 and function
℘′ has degree 3. The map ℘ is ramified with ramification index equal to 2 in
points of order 2, and it is unramified elsewhere.

If we have ℘(a1) = ℘(a2), where ai ∈ E, then a2 = ±a1 (or for complex
numbers a2 ≡ a1( mod L)).

If a ∈ C is a number corresponding to the point of order 2, nonequal to
O, then ℘′(a) = 0. If ℘′(z) = 0, then z is equivalent with respect to L to
ω1

2
, ω2

2
, (ω1+ω2)

2
.
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Proposition 8.9. Elliptic curve E is isomorphic to a Riemann surface, given
by an equation

y2 = 4(z − e1)(z − e2)(z − e3).

Proof. Here we assume numbers ei to be different. Denote by X a compact
Riemann surface, corresponding to algebraic function with above equality,
by E0 ⊂ E subset, obtaining from E by deleting points of order 2, and by
X0 a subset of C2 consisting of points, for which the equality holds, but
z 6∈ {e1, e2, e3}, such that X comes from X0 by adding points lying over
e1, e2, e3, ∞.

We define the holomorphic map φ0 : E0 → X0 by z 7→ (℘(z), ℘′(z)). We
need to show that this map is a bijection E0 → X0, indeed if ℘(a1) = ℘(a2)
and both ai ∈ E0, then a1 = ±a2 by previous proposition, but by oddness of
℘′ we have ℘′(−a1) = −℘′(a1) we throw out the case a1 = −a2 and get an
injectivity.

Since E → C is surjective, for every (z, ω) ∈ X0 there exists a ∈ E such
that z = ℘(a) = ℘(−a), therefore oddness of ℘′ implies that either ℘′(a), or
℘′(−a) equals to ω, so φ0 is surjective also.

We obtained a holomorphic bijection φ0 : E0 → X0, which continues to a
map φ : E → X by sending O to point over ∞ and point a of order 2 to a
point over ℘(a). This is evident that φ is continuous, therefore by Riemann
theorem holomorphic and that the inverse map is also holomorphic.

The inverse statement is also true

Proposition 8.10. A Riemann surface given by the equation of the form

y2 = c(x− e1)(x− e2)(x− e3)

where a constant c 6= 0 and all ei are different, is an elliptic curve.

8.2 Classification of elliptic curves

We are going to study which properties of E = C/L depend on L. Denote
by L the set of all lattices in C and for λ ∈ C∗ by λL we denote the lattice
obtained from L by multiplying all its elements.

Proposition 8.11. Elliptic curves E = C/L and E ′ = C/L′ are isomorphic
iff L′ = λL for some λ ∈ C∗.
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Proof. For two homothetic lattices L′ = λL we have an isomorphism of
factorgroups C/L → C/L′ given by multiplication by λ, so we need only to
prove the part ⇒.

Assume we have an isogeny φ : E → E ′. By lifting a map φ to the map
of universal coverings of E and E ′ we get a holomorphic map which sends
φ̃(0) = 0 and φ̃ : C → C such that φ̃(z + ω) − φ̃(z) ∈ L for all z ∈ C and
ω ∈ L. Since L′ is discrete we get φ̃(z + ω)− φ̃(z) = const for all ω ∈ L, so
φ̃′(z+ω) = φ̃′(z) for all ω ∈ L, since φ̃′ is holomorphic on C it is a constant,
so φ̃(z) = az + b for a 6= 0, b ∈ C.

Since φ̃(0) = 0, we have b = 0, and since φ̃ is a lift of φ : C/L→ C/L′ we
see that λL ⊂ L′ and since degree of φ equals to one, we get λL = L′.

Now let us think about lattices L with given numeration on the set
(1/2L)/L and maps preserving this numeration. We denote this set by L̃.
Then ei from proposition 8.9 are functions from L̃→ C, such that for L̃ ∈ L̃

and λ ∈ C∗ holds ei(λL̃) = λ−2ei(L̃).

Definition 8.12. A function k2 : L̃→ C\{0, 1} is defined by the formula
k2(L̃) = e2−e3

e1−e3 .

Note that from the above its clear that k2(λL̃) = k2(L̃) for λ ∈ C∗ and
L̃ ∈ L̃.

And the map k2 : L̃ → C \ {0, 1} is surjective. Indeed, take for a ∈
C \ {0, 1} a lattice corresponding to an elliptic curve given by equation y2 =
z(x− 1)(x− a).

Now we prove that the value of k2 defines an elliptic curve with numera-
tion on points of order two.

Proposition 8.13. Elliptic curves E = C/L and E ′ = C/L′ are isomorphic
iff there are numerations on their points of order two such that corresponding
values of k2 are equal.

Proof. Again its is necessary to prove only a part ⇐, inverse is evident.
Imagine we have two elliptic curves with numerations on theirs points of
order 2 such that k2(L̃) = k2(L̃′). Then by proposition 8.9 E and E ′ are
isomorphic to Riemann surfaces with equations y2 = 4(x−p1)(x−p2)(x−p3)
and y2 = 4(x − p′1)(x − p′2)(x − p′3) corresponding, and there exist numbers
a ∈ C∗ and b ∈ C such that p′i = api+b. Then the map x 7→ ax+b, y 7→ 3

√
ay

is an isomorphism of these Riemann surfaces.
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The final proposition of this lecture is to define a j-invariant of an elliptic
curve.

Proposition 8.14. The number

j(L) = 256
((k2)2 − k2 + 1)3

(k2)2(k2 − 1)2

Is called the j-invariant of an elliptic curve E = C/L and has the following
properties:

1. j(L) does not depend of numeration on points of order two;

2. Elliptic curves E = C/L and E ′ = C/L′ are isomorphic iff j(L) =
j(L′);

3. The map j : L→ C is surjective.

The idea of proof 1. is to look at possible permutations of points of order
two and understand that appearing changes of k2 do not influence j 6= 0, 1728,
in two other cases the statement should be checked by hands. Then 1. implies
2., surjectivity 3. follows from surjectivity of k2 : L̃→ C \ {0, 1}.

8.3 Exercises

Exercise 8.15. Prove that two definitions of j-invariant for elliptic curve

given in these lectures, namely j(E) = 1728(4a3)
4a3+27b2

and j(E) = 256 ((k2)2−k2+1)3

(k2)2(k2−1)2
give the same answer in the case of the field C.

Exercise 8.16. Find j-invariants for following lattices: 1. The square lat-
tice: 〈1, i〉; 2. The lattice 〈1, ξ = 1+

√
−3

2
〉

Exercise 8.17. Let E = C/Zτ + Z be an elliptic curve, points P1 = a + bτ
and P2 = c + dτ ∈ E[m] — two points of order m, namely a, b, c, d ∈ 1

m
Z.

We set em(P1, P2) = exp(2πi(ad− bc)) ∈ µm. Prove that obtained em, or its
inverse e−1m coincides with the Weil pairing.
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9 Lecture 9: Elliptic curves over finite fields

Here we fix some notation for the whole lecture q = pr, Fq — the field with
q elements, Fqn — its extension of degree n.

First of all we want to talk about one of the most important object
associated to a curve over Fq — its number of rational points and Hasse
theorem.

9.1 Number of rational points

We want to know number of solutions of the equation E : y2 + a1xy + a3y =
x3 + a2x

2 + a4x+ a6, where (x, y) ∈ F2
q, for which we have an evident upper

bound E(Fq) ≤ 2q + 1 and the following

Theorem 9.1. Let E be an elliptic curve over a finite field Fq. Then
|E(Fq)− q − 1| ≤ 2

√
q.

Proof. We know that the absolute Galois group is generated by the qth-power
Frobenius: φ : E → E, (x, y) 7→ (xq, yq), so for any point P ∈ E(Fq) we
have that P ∈ E(Fq) iff φ(P ) = P . Therefore E(Fq) = ker(1 − φ) and so
|E(Fq)| = deg(1− φ).

For further we need

Lemma 9.2. The degree map deg Hom(E1, E2) → Z is the positive defined
quadratic form.

Lemma 9.3. For an abelian group A and a positive defined quadratic form
d : A→ Z we have |d(a− b)− d(a)− d(b)| ≤ 2

√
d(a)d(b) for all a, b ∈ A.

Proof of this is exercise.
To prove the above theorem take instead of a, b morphisms 1, φ, and a

quadratic form — degree of morphism.

9.2 The Weil conjectures

We will state the Weil conjectures for a projective variety V over Fq, but our
main aim is to prove them for an elliptic curve.

Let V/Fq be a projective variety (a set of solutions for system of homoge-
neous polynomials with coefficients in Fq). One can look at solutions of that
system in Fq and for any extension Fqn , namely the set of points in of V (Fq)
with coordinates in Fqn . We are looking for a number of points in V (Fqn).
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Definition 9.4. The zeta function of V/Fq is the series

Z(V/Fqn , t) = exp(
∞∑
n=1

|V (Fqn)|t
n

n
).

Moreover we can extract all |V (Fqn)| from Z(V/Fqn , t) by the formula

|V (Fqn)| = 1

(n− 1)!

dn

dtn
logZ(V/Fq, t)|t=0.

Here we take usual definitions of exponent and logarithm of a series.

Exercise 9.5. For V = Pm count a number of points |Pm(Fqn)| for all n and
write down the zeta function of V . In this case it is a rational function of t
with coefficients in rational numbers.

Note that if there are numbers α1, ..., αr ∈ C such that |V (Fqn)| =
±αn1 , ...,±αnr , then the zeta function Z(V/Fq, t) is rational.

Now we state the Weil conjectures for an algebraic variety.

Theorem 9.6. Let V/Fq be a smooth projective algebraic variety of dimen-
sion m. Then

1. Z(V/Fq, t) ∈ Q(t) is a rational function; Namely it can be represented
as

Z(V/Fq, t) =
P1(t)...P2m−1(t)

P0(t)...P2m(t)
=

2m∏
i=0

Pi(t)
(−1)i+1

,

where every Pi(t) ∈ Z[t] and P0(t) = 1 − t, P2m(t) = 1 − qmt, and for
every 0 ≤ i ≤ 2m the polynomial Pi(t) factors as Pi(t) =

∏bi
j=1(1−αij)

for some αij;

2. It satisfies a functional equation: there exists an integer E(V ) such that

Z(V/Fq,
1

qm
t) = ±q

mE(V )
2 tE(V )Z(V/Fq, t)

3. An analog of Riemann Hypothesis: the numbers αij satisfy the property
|αij| =

√
q;

4. If V is a good reduction modulo p of a non-singular projective variety
V ′ defined over C, then all bi are the i-th Betti numbers of the space of
complex numbers of V ′.
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Remark 9.7. Note that (2.) of the theorem 9.6 is equivalent to the fol-
lowing statement: for t = q−s we say ζ(V, s) = Z(V, t), then ζ(V,m − s) =

±q
mE(V )

2
−E(V )sζ(V, s).

Also the analog of Riemann Hypothesis implies that all zeroes of Pj(t) lie
on the ”critical line” of complex numbers ω with Re(ω) = j/2.

We will prove these conjectures for elliptic curves. For a prime number
l 6= p = char(Fq), there is a representation End(E) → End(Tl(E)), by ψ 7→
ψl, we choose a Zl-basis for Tl(E) and write ψl as a 2× 2 matrix to compute
its determinant and trace detψl, Trψl ∈ Zl.

Recall

Proposition 9.8. Let ψ ∈ End(E), then detψl = degψ, and Trψl = 1 +
degψ−deg(1−ψ). This implies that for all l, detψl and Trψl are in Z, and
are the equal.

We will need it to apply for an elliptic curve over finite field and its
Frobenius.

Theorem 9.9. Let E/Fq be an elliptic curve and φ : E → E as (x, y) 7→
(xq, yq) be a Frobenius endomorphism. We denote aq = Q+ 1− |E(Fq)|.

1. Let αq, βq be the roots of polynomial x2−aqx+q, then αq, βq are complex
conjugates with |αq| = |βq| =

√
q and for all n

|E(Fqn)| = qn + 1− αnq − βnq .

2. For the Frobenius endomorphism the following is true φ2−aqφ+q = 0.

Proof. We know already that |E(Fq)| = deg(1 − φ) and now use previous
proposition for l 6= p to get det(φl) = deg(φ) = q, Tr(φl) = 1 + deg(φ) −
deg(1− φ) = 1 + q − |E(Fq)| = aq, so the characteristic polynomial for φl is
det(t− φl) = t2 − Tr(φl)t+ det(φl) = t2 − aqt+ q.

1. Factor the characteristic polynomial of φl over C as det(t− φl) = (t−
αq)(t− βq).

For any rational m
n

we have det(m
n
− φl) = det(m−nφl)

n2 = deg(m−nφ)
n2 ≥ 0,

hence for all t ∈ R we have det(t − φl) = t2 − aqt + q ≥ 0, thus this
polynomial has complex conjugate roots (or a double root), in both
cases |αq| = |βq|. Therefore αqβq = q implies |αq| = |βq| =

√
q.
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Now we look at qn-th power Frobenius morphism and use the estimate
|E(Fqn)| = deg(1 − φn) to get the characteristic polynomial for φnl ,
namely det(t−φnl ) = (t−αnq )(t− βnq ) because the Jordan normal form
of φl is upper triangular with αq and βq on the diagonal. Applying
previous proposition |E(Fqn)| = deg(1− φn) = det(1− φnl ) = 1− αnq −
βnq + qn.

2. By Cayley-Hamilton theorem φ2
l − aqφl + q = 0, therefore deg(φ2 −

aqφ+ q = 0) = det(φ2
l −aqφl + q) = 0 and φ2−aqφ+ q is the zero map.

Remark 9.10. We name the aq = q + 1 − |E(Fq)| the trace of Frobenius,
since it equals to the trace of q-th power of Frobenius map Tr(φl) = 1 +
deg(φ)− deg(1− φ), if we think about it as of linear map of Tl(E).

Now we state and prove the weil conjectures for an elliptic curve

Theorem 9.11. Let E/Fq be an elliptic curve. Then

1. There exists an aq ∈ Z such that Z(E/Fq, t) = 1−aqt+qt2
(1−t)(1−qt) ;

2. Z(E/Fq, 1
qt

) = Z(E/Fq, t);

3. 1− aqt+ qt2 = (1− αqt)(1− βqt), where |αq| = |βq| =
√
q.

Proof. Part of the proof is an

Exercise 9.12. Compute logZ(E/Fq, t);

From the result of exercise follows Z(E/Fq, t) = (1−αqt)(1−βqt)
(1−t)(1−qt) . This im-

plies first part of the theorem, since (1− αqt)(1− βqt) = 1− aqt+ qt2;
The second part can be checked immediately from obtained equation for

zeta function.
Third one follows from previous theorem and 1.

Remark 9.13. To get Riemann Hypothesis from theorem we take t = q−s

and work with function of s. Indeed,

ζE/Fq(s) = Z(E/Fq, q−s) =
1− aqq−s + q1−2s

(1− q−s)(1− q1−s)
Implies ζE/Fq(s) = ζE/Fq(1− s).

The statement of Riemann hypothesis says: if ζE/Fq(s) = 0, then Re(s) =
1
2
, which is equivalent to |qs| = √q.
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9.3 The endomorphism ring

Here we take the field K of characteristic p and an elliptic curve E over K.
The aim of this part is to state and prove some connections between possible
forms of E[p] and End(E).

Theorem 9.14. Let E/K be an elliptic curve, recall we denoted as E(pr)

its pr-th power of Frobenius, denote also φr : E → E(pr) the pr-th power of
Frobenius, and φ̂r : E(pr) → E its dual.

(a) The following are equivalent:

1. E[pr] = 0 for one (all) r ≥ 1;

2. φ̂r is purely inseparable for one (all) r ≥ 1;

3. The map [p] : E → E is purely inseparable and j(E) ∈ Fq for
q = p2;

4. End(E) is an order in a quaternion algebra;

In this case we call the curve E supersingular and has Hasse invariant
0, otherwise we call it ordinary and with Hasse invariant 1.

(b) If conditions of (a) do not hold, then E[pr] = Z/prZ for all r ≥ 1. If
j(E) ∈ Fp, then End(E) is an order in a quadratic imaginary field.

Proof. (a) Conditions stated in (a) are invariant under field extension, so
we may take K algebraically closed. Remind that Frobenius map is
purely inseparable, so degs(φ̂r) = degs[p

r] = (degs[p])
r = (degs φ̂)r.

Next use the estimate |E[pr]| = degs(φ̂r) = deg(φ̂)r to get equivalence
of 1. and 2.

We will prove that 2.⇒ 3.⇒ 4.⇒ 2.

2. ⇒ 3: from 2. [p] = φ̂ ◦ φ is purely inseparable, thus it is left to

prove that j(E) ∈ Fq, where q = p2. By assumption φ̂ : E(p) → E is

purely inseparable, so it factors as E(p) φ′→ E(p2) ψ→ E, where φ′ is the
p-th power Frobenius on E(p) and ψ is a morphism of degree one. It is
obvious that ψ is injective and nonconstant, thus surjective, so it is an
isomorphism, therefore j(E) = j(E(p2)) = j(E)p

2
.

3.⇒ 4. Assume first that End(E) is not an order in quaternion algebra,
then F = End(E)⊗Q is a number field (Q, or its quadratic extension).
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We want to know how many are there curves, isogenuous to E. Let
ψ : E → E ′ is an isogeny, we use ψ ◦ [p] = [p] ◦ψ and since [p] : E → E
is purely inseparable, after comparing inseparability degrees we get
[p] : E ′ → E ′ is also purely inseparable. Thus |E[p]| = degs[p] = 1,
so from proven above we get j(E ′) ∈ Fq for q = p2, so there are only
finitely many (up to isomorphism) elliptic curves isogenuous to E.

Therefore we can choose a prime l 6= p which is prime in End(E ′) for
all E ′. Now using that E[li] = Z/liZ× Z/liZ we choose a sequence of
subgroups G1 ⊂ ... ⊂ E with Gi ' Z/liZ, we denote by Ei = E/Gi

and by ψi : E → Ei an isogeny with kernel Gi. There are only finitely

many Ei, so we can choose integers m,n > 0 with Em
α' Em+n.

One gets an endomorphism of Em by composing obtained isomorphism
with natural projection π : Em → Em+n. The kernel of the composition
is cyclic group Gm+n/Gm of order ln, since l is prime in End(Em) by
comparing degrees we have π ◦α = u ◦ [ln/2] for u ∈ Aut(Em). But the
kernel of [ln/2] is not cyclic for n > 0. Hence F is not a number field,
so a quaternion algebra.

It is left to prove that 4. ⇒ 2.. Assume that φ̂r is separable for all r,
we will deduce that End(E) is commutative, which does not agree with
4. Part of the proof is an

Exercise 9.15. Prove that the natural map End(E)→ End(Tp(E)) is
injective. For p = charK the Tate module Tp(E) is either 0 or Zp.

Anyway Tp(E)/pTp(E) = E[p], and by assumption E[p] 6= 0, so Tp(E) =
Zp, thus End(E) ↪→ End(Tp(E)) ' Zp, so End(E) is commutative.

(b) We know that E[pr] is equal to either 0 or Z/prZ for all r > 0 ∈ Z, so
if (a)1. is not satisfied, then E[pr] ' Z/prZ for all r ≥ 1. Now suppose
further j(E) ∈ Fp. Since two elliptic curves are isomorphic when their
j-invariants are equal and for any number j ∈ Fp there exist an elliptic
curve E ′ with j(E ′) = j, we can find an elliptic curve E ′ defined over
a field Fpr such that E ′ ' E over Fp, then the pr-power Frobenius φr
is an endomorphism of E ′.

If φr ∈ Z ⊂ End(E ′), then by degrees φr = [±pr/2] for some r and
|E[pr/2]| = degs φr = 1, which contradicts that (a)1. is false. Thus
φr 6∈ Z and End(E ′) is strictly larger than Z. But it is not a quaternion
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algebra, so it is an order in quadratic imaginary field, now remember
that End(E ′) ' End(E).

9.4 Exercises

Exercise 9.16. Find the number of isomorphism classes of elliptic curves
over a field Fq for charFq 6= 2, 3

Exercise 9.17. Let E,E ′ be elliptic curves defined over finite field Fq.

1. If E ∼ E ′ are isogenuous over Fq, prove that |E(Fq)| = |E ′(Fq)|. De-
duce that Z(E/Fq, t) = Z(E ′/Fq, t).

2. Prove the converse: if |E(Fq)| = |E ′(Fq)|, then E ∼ E ′.

There will be no notes of lectures 10,11,12, since I used first 4 paragraphs
of chapter IV of the book [9] almost without any changes to prove the
Mordell-Weil theorem.
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